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Chapter I

Quantum decoherence for Markov 2

chains

I.1. Introduction 4

In the general framework of Quantum Mechanics, the decoherence phenomenon is related to
the interaction of a quantum system with the surrounding environment, universally accepted as 6

the mechanism responsible for the emergence of classicality in quantum dynamics and giving a
dynamical explanation to the collapse of the wave function caused by a measurement procedure 8

(for standard physical references, see for instances [83], [48] and the monograph [93]). More
recently, N. P. Landsman (p. 419-420 in [112]) asserts 10

Decoherence theorists have made the point that “measurement” is not only a procedure carried
out by experimental physicists in their labs, but takes place in Nature all the time without any 12

human intervention.

and further on 14

Which ideas have solved the problem of explaining the appearance of the classical world from
quantum theory? In our opinion, none have, although since the founding days of quantum 16

mechanics a number of new ideas have been proposed that almost certainly will play a role in
the eventual resolution, should it ever be found. These ideas surely include: 18

� the limit ℏ→ 0+ of small Planck’s constant (coming of age with the mathematical field of
microlocal analysis); 20

� the limit N → +∞ of a large system with N degrees of freedom (studied in a serious way
only after the emergence of C∗-algebraic methods); 22

� decoherence and consistent histories.

Intuitively, it takes place when the reduced density matrices of the system diagonalize w.r.t. a 24

particular vector basis, selected by the interaction. In this way, the phase relations between
super-positions of certain vectors of the Hilbert space associated to the system are destroyed, 26

and effects of quantum interference become essentially undetectable. In quantum optics and
quantum computation, it results desirable to minimize the impact of decoherence phenomenon, 28

for instance by selecting sectors (in the space of states) undergoing unitary evolution, and
thus surviving dissipative effects. This idea, amongst others, gives rise to the mathematical 30

axiomatization of quantum decoherence introduced by P. Blanchard and R. Olkiewicz (see
[110] and [9]): the key-point is that, when decoherence takes place, the algebra describing the 32

5



6 CHAPTER I. QUANTUM DECOHERENCE FOR MARKOV CHAINS

system can be split into a maximal subalgebra, named decoherence-free sector, upon which
the evolution is reversible (i.e. conservative, Hamiltonian), and a complementary subspace on2

which the dynamics vanishes in time. Roughly speaking, after a sufficiently long time, the
system then behaves as if it was isolated, and the maximal subalgebra turns out to be the4

effective algebra of observables after decoherence. We refer to [9], [60], [61], [14] and [27] for
other considerations on the phenomenon, motivations for this mathematical approach and a6

more precise description of particular cases and consequences, such as super-selection.

Now, our interest in decoherence focuses on the purely mathematical viewpoint of the setting,8

precisely on the properties of decomposition into the persistent and transient parts of a dissipative
C∗-dynamical system, typically representing a “small” system interacting with a huge reservoir.10

Such kind of C∗-dynamical systems are usually described by a strongly continuous one-parameter
semigroup. However, in order to capture most of the main properties, we can still consider12

discrete dynamics generated by completely positive unital (c.p.u., for short) linear maps. In
all the forthcoming analysis, we restrict the matter to this simpler picture. Let (A, ϕ) be a14

C∗-dynamical system consisting of a unital C∗-algebra A on which the c.p.u. map ϕ is acting.
In this specific context, the usual definition of decoherence requires that the algebra A can be16

split into a direct sum as A = Mϕ ⊕ Atr, where

Mϕ := {x ∈ A : ϕ(x∗x) = ϕ(x∗)ϕ(x), ϕ(xx∗) = ϕ(x)ϕ(x∗)} ,18

is the multiplicative domain of ϕ, and

Atr :=

ß
x ∈ A : lim

n→+∞
∥ϕnx∥ = 0

™
20

is the ϕ-transient part. One can easily see that Mϕ is a (possibly, not ϕ-stable) unital C∗-
subalgebra of A and that ϕ|Mϕ

is a ∗-homomorphism. Moreover, A is a Mϕ-bimodule (by22

defining left and right Mϕ-module actions on A respectively as x.y := ϕ(x)y and y.x = yϕ(x),
with x ∈Mϕ, y ∈ A) and ϕ is a Mϕ-bimodule map (see Theorem 3.18 and the discussion below24

in [96], p. 38-39). We recall that ϕ is gapped if its peripheral spectrum σper(ϕ) := σ(ϕ) ∩ T
is topologically separated by the remainder σ(ϕ) \ σper(ϕ), namely there exists r ∈ (0, 1) for26

which σ(ϕ) \ σper(ϕ) ⊂ Br(0) ⊂ B1(0), or equivalently d (σper(ϕ), σ(ϕ) \ σper(ϕ)) > 0. This
requirement allows to perform holomorphic functional calculus to get the Riesz projection28

relative to σ(ϕ) \ σper(ϕ):

Qϕ :=
1

2πi

‰

γ

(zIA − ϕ)−1dz ∈ B(A)30

where the contour γ : I → B1(0) is a (counterclockwise oriented, rectifiable) Jordan curve
surrounding σ(ϕ)\σper(ϕ) (observe that the integral is perfectly well defined, being γ(I) ⊂ ρ(ϕ)).32

It can easily be shown that

(1) Qϕ is idempotent (i.e. Q2
ϕ = Qϕ)34

(2) once set Pϕ := IA −Qϕ, A decomposes into a topological direct sum of the form

A = Pϕ(A)⊕Qϕ(A)36

where Pϕ(A) is a norm-closed operator system (i.e. a ∗-closed subspace containing 1A),
whereas Qϕ(A) is just a norm-closed operator space (i.e. merely a subspace) in A38

(3) [Qϕ, ϕ] = [Pϕ, ϕ] = 0, whence both Pϕ(A) and Qϕ(A) are ϕ-stable
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(4) {ϕnQϕ}n∈N ⊂ B(A) uniformly converges to the zero operator, and hence

Qϕ(A) =

ß
x ∈ A : lim

n→+∞
∥ϕn(x)∥ = 0

™
= Atr 2

(see Proposition 3.1 in [34], p. 110).

In contrast to Mϕ, the peripheral space Pϕ(A) may abruptely fail to be closed under the product 4

of A, so not immediately inheriting a structure of C∗-subalgebra. Since Pϕ(A) corresponds
to the persistent part of the direct sum decomposition of A above, it results natural to ask if 6

we can hope to endow Pϕ(A) with a well defined product, making it a C∗-algebra. It turns
out that all depends on the properties of Pϕ. In general ∥Qϕ∥ ≤ R max

t∈[0,2π]
∥(ReitIA − ϕ)−1∥ 8

where diam(σ(ϕ) \ σper(ϕ)) < R < 1 and 1 ≤ ∥Pϕ∥, thus it is not even guaranteed that Pϕ
is a contraction (this happens exactly when it is positive, i.e. when Qϕ(x∗x) ≤ x∗x, x ∈ A). 10

Nonetheless, if Pϕ is completely positive, the operator system Pϕ(A) inherits a structure of
C∗-algebra with unit 1A, when endowed with the bilinear, associative product 12

x ◦ϕ y := Pϕ(xy), x, y ∈ Pϕ(A)

and the restriction of the C∗-norm of A. This construction is contained in the proof of a theorem 14

by Choi and Effros concerning injective operator systems (see Theorem 3.1 in [16]), and ◦ϕ
is then called Choi-Effros product associated to ϕ. Luckily, Pϕ is completely positive at least 16

for all finite-dimensional C∗-algebras, namely finite direct sums of full matrix algebras over C
(see Theorem 2.1 at p. 1467 in [54] and Proposition 5.3 at p. 119 in [34]). In such a case, all 18

self-maps are evidently gapped (σ(ϕ) = σp(ϕ) is finite) and complete positivity is equivalent to
dimC(A)-positivity, thanks to the Choi theorem (see [15]). 20

At this stage, in the finite-dimensional setting, Aϕ := (Pϕ(A), ◦ϕ) is a full-fledged unital C∗-
algebra but it is still not clear if ϕ|Aϕ

∈ Aut(Aϕ), thus providing a conservative C∗-system 22

(Aϕ,Z, ϕ|Aϕ
) where the additive group Z acts on Aϕ via integers powers of ϕ|Aϕ

. More generally,
one might formulate the following speculation, as done in Conjecture 5.5 of [34] (p. 120): 24

Let ϕ be a c.p.u. self-map on a unital C∗-algebra A s.t. σ(ϕ) ⊂ T. Then, ϕ ∈ Aut(A).

The essential purpose of this brief chapter is to prove the conjecture true when A is also 26

abelian, thus isomorphic to Cn for some n ∈ N, when ϕ boils down to be a stochastic matrix
describing the dynamics of a (finite-dimensional) Markov chain (see [100]). In other words, 28

any finite-dimensional Markov chain encodes a genuine reversible dynamical system, after
separating the persistent part from the transient one, the latter vanishing in the limit taken on 30

the iterations of the acting stochastic matrix. In the concrete situation, up to measurement
errors, this happens after a finite number of iterations, depending on the size of the so-called 32

mass gap, i.e. the distance between the peripheral spectrum and the part lying inside the unit
disk.1 This is the content of the paper [36] by Fidaleo F. and Vincenzi E. (September 2022). A 34

year after the publication of our work, in September 2023 the conjecture has been proved to
be true in [8] (Theorem 3.1 at p. 201 and Remark 3.5 at p. 203) for any finite-dimensional 36

C∗-algebra, thus feeding our suspicion of its validity in a more general setting. But this is not
the case. Thanks to the collaboration of Glück J., we have recently been able to show that the 38

conjecture is no longer generally true in the ∞-dimensional case, even if A is abelian: there
exists a (relatively easy) example of (completely) positive, unital self-map ϕ : C(X)→ C(X), 40

where X is an infinite set of points, s.t. σ(ϕ) ⊂ T but ϕ ̸∈ Aut(C(X)). After useful preliminary
facts in Section I.2, we report some well-known results about c.p.u. maps on finite-dimensional 42

1The term “mass gap” comes from physical motivations, being dimensionally equivalent to a mass.
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C∗-algebras in Section I.3. We then focus on (completely) positive, unital maps on Cn, namely
stochastic square matrices modelling finite-dimensional Markov chains (Section I.4). Using2

simple techniques from linear algebra, we show that any Markov chain encodes a conservative
C∗-system on the persistent portion, corresponding to the peripheral eigenspace, the linear4

subspace generated by the eigenvectors pertaining to the peripheral eigenvalues of the stochastic
matrix. In Section I.5, we mention a result by [8] which generalizes our approach to every finite-6

dimensional, unital C∗-algebra and expose an illustrative counterexample in the ∞-dimensional
setting. We conclude this chapter with some Physics-related considerations in Section I.6.8

I.2. Preliminaries

I.2.1 Basic notation10

All involved C∗-algebras A will have unit 1A. For the unital Banach algebra B(A) consisting
of all bounded operators acting on the C∗-algebra A, we also put IA := 1B(A). For involutive12

algebras Ci, i = 1, 2, a map Ψ : C1 → C2 is said to be selfadjoint (or real) if Ψ(x∗) = Ψ(x)∗ for
every x ∈ C1. For the C∗-algebra A, the map ϕ : A → A is said to be completely positive if14

ϕ⊗ IMn(C) =: ϕn : Mn(A)→Mn(A) is positive for each n ≥ 1. In particular, it is positive if ϕ1

is. It is unital if ϕ(1A) = 1A. If A is abelian, then complete positivity coincides with positivity16

(see Theorems 1.2.4 and 1.2.5 in [102], p. 3-4). For a self-map T ∈ B(X) on a Banach space
X, the peripheral spectrum is defined as σper(T ) := {λ ∈ σ(T ) : |λ| = r(T )}, r(T ) := sup

σ(T )

|λ|18

being the spectral radius of T . Such a map T is said to be gapped if it presents the so-called
mass-gap, that is d (σper(T ), σ(T ) \ σper(T )) > 0. In the case of a positive unital map ϕ on a20

unital C∗-algebra A, 1 ≤ r(ϕ) ≤ ∥ϕ∥ = ∥ϕ(1A)∥ = 1, whence r(ϕ) = ∥ϕ∥ = 1 and σper(T ) is
contained in the unit circle T := {λ ∈ C | |λ| = 1}. Moreover, if the c.p.u. map ϕ is gapped,22

then A = Pϕ(A)⊕Qϕ(A). Here,

Qϕ :=
1

2πi

‰

γ

(zIA − ϕ)−1dz ∈ B(A)24

where the contour γ : I → B1(0) is a counterclockwise oriented, rectifiable Jordan curve
surrounding σ(ϕ) \ σper(ϕ), whereas Pϕ := I − Qϕ. By Proposition 3.1 in [34] (p. 110),26

lim
n→+∞

∥ϕn(x)∥ = 0, x ∈ Qϕ(A).

28

I.2.2 Order isomorphisms

Any (complex, associative) algebra A has a Jordan algebra structure as well, if endowed with30

the Jordan product

A ∋ a, b 7→ a • b :=
1

2
(ab+ ba) ∈ A32

which coincides with the original product of A if and only if A is abelian. If A = A is a
C∗-algebra, then the selfadjoint part Asa := {a ∈ A : a = a∗} is a JC-algebra, i.e. a real34

norm-closed subspace which is closed under the Jordan product •. If A+ := {a∗a : a ∈ A} is
the positive cone of A, then A+ = {a2 : a ∈ Asa}. We have the following straightforward result.36

Lemma I.2.1
Let A,B be two C∗-algebras and ϕ : A→ B a selfadjoint map. The following are equivalent:38

(a) ϕ is a Jordan homomorphism
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(b) ϕ|Asa : Asa → Bsa is a Jordan homomorphism

(c) ϕ(a2) = ϕ(a)2 for every a ∈ Asa 2

If one of the previous properties is satisfied, ϕ is a positive map.

Proof. 4

(a)⇔(b): the right implication is trivial. For the left one, let a, a′ ∈ A. By decomposing them
in their respective real and imaginary parts as usual, we get 6

ϕ(a • a′) = ϕ
(
Re(a) • Re(a′)− Im(a) • Im(a′) + i(Re(a) • Im(a′) + Im(a) • Re(a′))

)
8

ϕ(a) • ϕ(a′) = ϕ
(
Re(a) + iIm(a)) • ϕ(Re(a′) + iIm(a′)

)
Since Re(a),Re(a′), Im(a), Im(a′) ∈ Asa and ϕ|Asa is a JC algebra homomorphism, ϕ(a • a′) = 10

ϕ(a) • ϕ(a′).
(b)⇔(c): the right implication is trivial. For the left one, just notice that for a, a′ ∈ Asa 12

2a • a′ = (a+ a′)2 − a2 − a′2 .

For the last statement, recall that A+ = {a2 : a ∈ Asa}, B+ = {b2 : a ∈ Bsa}, then by (c) 14

ϕ(A+) ⊆ B+.

Definition I.2.2 16

An invertible selfadjoint map ϕ : A→ B between two C∗-algebras is an order isomorphism if
both ϕ and ϕ−1 are positive. 18

Remark I.2.3
If A = B = Cn, it is not difficult to show that ϕ ∈Mn(C) is an order isomorphism between A 20

and B if and only if ϕ is a non-negative monomial matrix, i.e. ϕ = DP for some diagonal matrix
D ∈Mn(C) with strictly positive diagonal entries and P ∈ Sn(C) ⊂ GLn(C) is a permutation 22

matrix (that is why monomial matrices are often referred to as generalized permutation matrices).

Lemma I.2.4 24

Let A,B be two C∗-algebras and ϕ : A→ B a selfadjoint map. The following are equivalent:

(a) ϕ is an order isomorphism 26

(b) ϕ is injective and ϕ(A+) = B+

Proof. 28

Clearly, (a) implies (b). Viceversa, suppose that (b) holds. In particular, ϕ is positive. Now,
let b ∈ B. Up to decomposing it in its real and imaginary parts, we can suppose it selfadjoint. 30

Then, b = b+ − b−, with b± =
|b| ± b

2
∈ B+. Since ϕ(A+) = B+, there exists a pair of elements

a, a′ ∈ A+ s.t. b = ϕ(a− a′) ∈ ϕ(A), that is ϕ is surjective. By hypothesis, it is also injective, 32

hence it admits an inverse ϕ−1, which satisfies ϕ−1(B+) = A+ i.e. is positive: ϕ is an order
isomorphism. 34

The deep connection between the two structures given to a C∗-algebra by the Jordan product •
and the partial ordering ≤ induced by the positive cone is pointed out by Theorem 2.1.3 in 36

[102] (p. 13-14).

Theorem I.2.5 38

Let A,B be two C∗-algebras and ϕ : A→ B a selfadjoint map. If ϕ is a Jordan isomorphism,
then it is an order isomorphism. Viceversa, if A,B are also unital and ϕ is a unital order 40

isomorphism, then it is a Jordan isomorphism.
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Proof.
If ϕ is a Jordan isomorphism, then by Lemma I.2.1 both ϕ and ϕ−1 are positive i.e. ϕ is an2

order isomorphism. For the converse implication, unitality of A,B, ϕ is needed to exploit the
Kadison-Schwarz inequality. Indeed, if ϕ is a unital order isomorphism, both ϕ and ϕ−1 are4

positive unital map, whence for each a ∈ Asa, ϕ(a)2 ≤ ϕ(a2) and

a2 = (ϕ−1(ϕ(a)))2 ≤ ϕ−1(ϕ(a)2) ≤ ϕ−1(ϕ(a2)) = a2 .6

Therefore, ϕ(a2) = ϕ(a)2: ϕ is a Jordan isomorphism.

Remark I.2.68

For instance, take A = B = C(T) and ϑ(f) := f(ei
2π
3 ·). Then, ϑ ∈ Aut(C(T)) and ϑ3 = I. The

unital linear map φ :=
I + ϑ

2
is positive and invertible, with inverse φ−1 = I − ϑ+ ϑ2 which is10

not contractive (i.e. positive) since ∥φ−1(z)∥∞ = |1− ei
2π
3 + ei

4π
3 | = 2 > ∥z∥∞. In retrospect, it

all adds up: f(z) := Re(z) ∈ C(T)sa, but12

φ(f 2) =
Re(ei

5π
3 z2) + 2

4
14

φ(f)2 =
Re(ei

2π
3 z2) + 1

8

Hence, φ(f 2) ≥ φ(f)2 but φ(f 2) ̸= φ(f)2.16

We can give a nice characterization of unital order automorphisms (A = B) in the abelian
case. For the following result (appeared firstly in a special case on an unpublished note by18

Ionescu-Tulcea A. and C., then in a general setting, reported here, in [66]), given two C∗-algebras
A, B consider the convex set20

B(A,B)+,1 := {ϕ ∈ B(A,B) |ϕ(A+) ⊆ B+, ϕ(1A) = 1B} .

consisting of the unital positive (briefly, p.u.) maps from A to B, with extremal points

E
(
B(A,B)+,1

)
:= {ϕ ∈ B(A,B)+,1 : ϕ = λϕ1+(1−λ)ϕ2, ϕi ∈ B(A,B)+,1, λ ∈ (0, 1)⇒ ϕ = ϕ1 = ϕ2} .

If A is abelian, let ΩA be its spectrum (character/maximal ideal space), a locally compact, T222

space if endowed with the topology of poinwise convergence, which is compact iff A is unital.

Theorem I.2.724

Let A,B be unital abelian C∗-algebras and ϕ : A → B a unital selfadjoint map. Then, the
following are equivalent:26

(a) ϕ ∈ E
(
B(A,B)+,1

)
(b) ϕ ∈ Hom(A,B)28

(c) ϕ = f t for some f ∈ C(ΩB,ΩA), after identifying A, B with C(ΩA), C(ΩB), respectively.

If (c) holds, f is uniquely determined, proper and closed. If ΩA is also a Stone space (i.e.30

compact, T2 and totally disconnected), the above properties are also equivalent to the following:

(d) ϕ ≥ 0 and preserves continuous indicator functions.32

Proof.
See Theorem 2.1 in [66] (p. 270).34
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Remark I.2.8
Examples of Stone spaces are (arbitrary products of) finite spaces with the discrete topology, 2

Cantor spaces, profinite topological groups and Stone–Čech compactifications of any discrete
space. As noticed by Phelps in [66] (p. 271), if ΩA is not a Stone space, (d) never implies 4

(a): ΩA would admit a connected component C containing at least two points x, y, and

ϕ :=
evx + evy

2
∈ S(C(ΩA)) would preserve indicator functions though clearly not being 6

extremal in S(C(ΩA)) ∼=M1(ΩA) (state space of C(ΩA), or equivalently, probability measure
space on ΩA). 8

Recalling once more that in the abelian case the Jordan and the usual products coincide, we
can infer the following corollary, by putting together Theorem I.2.5 and Theorem I.2.7. 10

Corollary I.2.9
Let A be a unital abelian C∗-algebras and ϕ ∈ B(A)+,1 an invertible p.u. map. The following 12

are equivalent:

(a) ϕ ∈ Aut(A) 14

(b) ϕ is an order automorphism

(c) ϕ ∈ E
(
B(A)+,1

)
16

(d) there exists f ∈ Homeo(ΩA) s.t. ϕ = f t

If (d) holds, f is uniquely determined. If ΩA is totally disconnected, the next assertion is also 18

equivalent to the above:

(e) ϕ permutes the continuous indicator functions on ΩA 20

I.2.3 C∗-dynamical systems

In the whole chapter, for (discrete) C∗-dynamical system (or simply C∗-system), we shall mean 22

a triple (A, ϕ,M), where A is a C∗-algebra, ϕ is a c.p.u. map acting on A via its powers, and
M is the monoid N or Z. By definition, the case relative to the group Z corresponds to ϕ being 24

a ∗-automorphism. In this context, we talk about (microscopically) reversible C∗-systems.2

Alternative terms are “conservative”, “Hamiltonian” and “unitary” systems. We will treat 26

instead the dissipative cases, when M = N and Φ is in general not invertible. The simplified
notation (A, ϕ) will stand for the triple (A, ϕ,N). 28

Given a Banach space X, let T ∈ B(X) such that r(T ) = 1. It is customary to set the space of
the almost periodic elements of T as 30

AP(T ) := spanC{x ∈ X : Tx = λx for some λ ∈ σper(T )}

(See e.g. [32] for a standard situation.) 32

We point out the following

Remark I.2.10 34

Let ϕ : A→ A be an irreducible c.p.u. map. By Proposition 3.2 in [42], AP(ϕ) ⊂ Pϕ(A) is a
C∗-subalgebra of A, and the restriction ϕ|AP(A) of ϕ to AP(A) is automatically a ∗-automorphism. 36

2Physical systems that are macroscopically irreversible, but microscopically reversible, typically describe
temperature states (or, equivalently, states satisfying the Kubo-Martin-Schwinger boundary condition) since
their dynamics is generated by unitary operators (see e.g. [87]).
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Here, we are using the notion of irreducibility in [42] (Definition 2.2, p. 312): a positive operator
ϕ : A→ A is irreducible if A does not admit any non-trivial ϕ-invariant C∗-subalgebras A s.t.2

A ∩ A+ is a face of A (equivalently, there in no non-trivial closed ϕ-invariant face of A+).3 In
the upcoming subsection, we shall see that this definition of irreducibility is equivalent to the4

one normally used for positive matrices.

I.2.4 Stochastic matrices6

When A = Cn, the u.(c.)p. self-maps are exactly the stochastic n × n matrices, i.e. the
non-negative square matrices of order n with row sums 1. In formula,8

B(A)+,1 =

{
M ∈Mn(C) : mij ≥ 0,

n∑
k=1

mik = 1 (i, j = 1, . . . , n)

}
.

Given a stochastic matrix S, the C∗-system (Cn, S) models the dynamics of a Markov chain (for10

a reference, see e.g. [100]). The structure of stochastic matrices is briefly outlined in Section I.4.

Here, we recall their basic properties. Unitality of S tells us that 1 := 1Cn =
[
1 . . . 1

]t
is a12

right eigenvector of S pertaining to the eigenvalue 1 ∈ σper(S). Roughly speaking, it means
that at each step of the transition in the Markov chain (i.e. after the repeated application14

of S on vectors of Cn) probability must be conserved. On the other hand, any non-negative

row-vector
[
π1 π2 · · · πn

]
with

n∑
i=1

πi = 1, which is also a left eigenvector corresponding16

to the eigenvalue 1, is a stationary distribution for the Markov chain. Algebraic and geometric
multiplicities of the left and right eigenvalue 1 always coincide.18

A square non-negative matrix A of order n is said to be irreducible if there exists no P ∈ Sn(C)

such that adP (A) = PAP−1 =

ï
A1 B
O A2

ò
, where Ai is a square matrix of order 1 ≤ ni < n (see20

e.g. [71], [100]). For the convenience of the reader, we show that the definition of irreducibility
provided in Definition 2.2 of [42] and reported in the previous subsection coincides with the one22

given here for non-negative matrices.

Proposition I.2.1124

Let A ∈Mn(C) be non-negative. Then, it is irreducible if and only if the only A-invariant faces

of the positive cone Cn
+ =

n⊕
j=1

R+ej are {0} and the whole Cn
+.26

Proof.

Suppose A irreducible, i.e. there exists a face F :=
⊕
j∈J

R+ej for some set J ̸= ∅, {1, . . . , n}28

which ios invariant under A, that is A(F) ⊂ F . Let σ ∈ Sn be any permutation of {1, . . . , n}
s.t. σ(J) = {1, . . . , |J |}. By setting Pσ(ek) := eσ(k) for k = 1, . . . , n, Pσ ∈ Sn(C) is s.t.30

PσAP
−1
σ =

ï
A1 B
O A2

ò
with A1 a square matrix of size 1 ≤ n1 = |J | ≤ n − 1 and A2 a square

matrix of size 1 ≤ n2 ≤ n − 1: a contradiction. Viceversa, suppose that there exists a32

permutation matrix P ∈ Sn(C) such that PAP−1 =

ï
A1 B
O A2

ò
as above. Consider the set

{ej}j∈J := {P−1ei}n1
i=1. Then,

⊕
j∈J

R+ej is a non-trivial A-invariant face of Cn
+, which is again a34

contradiction.

3Recall that a face F of A+ is a subcone of A+ such that if a ∈ A+, b ∈ F satisfy a ≤ b, then a ∈ F .
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I.3. C.p.u. maps on finite-dimensional C∗-algebras

The present section is devoted to basic results on which is based the forthcoming analysis for 2

stochastic matrices. We report those for the convenience of the reader.

Proposition I.3.1 4

Let A be a finite-dimensional, unital C∗-algebra and ϕ a c.p.u. self-map on A. Then, there
exists a subsequence {nj}j∈N ⊂ N s.t. lim

j→+∞
ϕnj = Pϕ in norm. In particular, Pϕ is a c.p.u. 6

projection and the injective operator system Pϕ(A) is a (unital, finite-dimensional) C∗-algebra
when endowed with the Choi-Effros product 8

a ◦ b := Pϕ(ab), a, b ∈ Pϕ(A) . (I.1)

Proof. 10

The Jordan-Chevalley decomposition of ϕ gives ϕ =
∑

λ∈σper(ϕ)

λEλ +Qϕϕ, with EλEµ = δλ,µEλ,∑
λ∈σper(ϕ)

Eλ = Pϕ. Since σper(ϕ) is a finite subset (not necessarily a subgroup) of T, there must 12

exist a subsequence {nj}j∈N of natural numbers such that lim
j→+∞

λnj = 1 for every λ ∈ σper(ϕ).

Then, by Proposition 3.1 in [34] (p. 110), 14

lim
j→+∞

ϕnj = lim
j→+∞

Å ∑
λ∈σper(ϕ)

λEλ +Qϕϕ

ãnj

= lim
j→+∞

Å ∑
λ∈σper(ϕ)

λEλ

ãnj

+ lim
j

(
Qϕϕ

nj
)

=

= lim
j→+∞

∑
λ∈σper(ϕ)

λnjEλ =
∑

λ∈σper(ϕ)

Å
lim

j→+∞
λnj

ã
Eλ =

∑
λ∈σper(ϕ)

Eλ = Pϕ . 16

In particular, Pϕ is a c.p.u. projection. Thanks to Theorem 3.1 in [16], Equation I.1 defines a
C∗-product on Pϕ(A). 18

Remark I.3.2
Under the assumptions of Proposition I.3.1, evidently 20

Pϕ(A) = spanC{a ∈ A : ϕ(a) = λ(a) for some λ ∈ σper(ϕ)} .
In the hypothesis of the previous proposition, we set Aϕ := (Pϕ(A),1A, ∗, ◦, ∥·∥A) the C∗-algebra 22

induced by the c.p.u. self-map ϕ using the Choi-Effros construction.

For completeness, we conclude this section with a well-known fact: the mean ergodicity of c.p.u. 24

maps on a finite-dimensional C∗-algebra.

Proposition I.3.3 26

Let ϕ : A→ A be a c.p.u. map on the finite-dimensional C∗-algebra A. Then,

lim
n→+∞

1

n

n−1∑
k=0

ϕk = E1 , 28

the projection onto the fixed point subspace Aϕ. Moreover, E1 is a c.p.u. map.

Proof. 30

By performing the same calculations in the above proof, we get

lim
n→+∞

1

n

n−1∑
k=0

ϕk = E1 +
∑

λ∈σper(ϕ)\{1}

1

1− λ
lim

n→+∞

1− λn

n
Eλ = E1 32

since |1− λn| ≤ 2. For the proof of the second part of the statement see [33], Theorem 2.1 (p.
182). 34
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I.4. Stochastic matrices and persistent C∗-systems

Let S be a stochastic matrix as defined in Subsection I.2.4. Up to row-column permutations,2

any stochastic matrix S ∈Mn(C) has the following canonical form

S =


B00 B01 · · · B0t

0 B11 0 · · 0
· 0 B22 0 · ·
· · · · · ·
· · · · · ·
0 · · · · Btt

 . (I.2)4

(See [100], Proposition 8.8 and the discussion after Proposition 9.2).
Here, B00 is a square strictly sub-stochastic matrix associated to the transient indices (which6

is the empty matrix if and only if the subset of such transient indices is empty4), while the
square-block matrices Bkk, k = 1, . . . , t are irreducible. Each of them is the transition matrix of8

an ergodic component of the Markov chain generated by S. (I.2) is said to be the reduced form
of S and, if there is no transient indices, S is said to be completely reducible. The following10

theorem collects some crucial properties of (I.2).

Theorem I.4.112

Referring to the canonical form (I.2) of a stochastic matrix S ∈Mn(C),

(i) for each k = 1, . . . , t, σper(Bkk) = {ω ∈ C : ωdk = 1} ∼= Zdk ≤ T with dk index of14

imprimitivity of Bkk, and the multiplicity of all peripheral eigenvalues is always 1;

(ii) σ(S) =
t⋃

k=0

σ(Bkk);16

(iii) σper(S) =
t⋃

k=1

σper(Bkk).

Proof.18

(i) follows by Theorem I.6.5 in [100], where σper(Bkk) coincides with the dk-th roots of the unity,
dj being the index of imprimitivity of Bkk, see [100], Section I.9.520

(ii) is well known, see e.g. [107], Section 2.3.6

(iii) follows from (ii) because σper(B00) = ∅. Indeed, if B00 had an eigenvalue λ with |λ| = 1,22

Proposition I.9.3 in [100] would not hold.

Given a stochastic matrix S ∈ Mn(R), the associated Markov chain is nothing else than a24

(commutative, finite-dimensional) C∗-system (Cn, S), where the matrix S generates, via its non-
negative powers, the action of the monoid N. On the other hand, by appling Proposition I.3.126

to A := Cn and ϕ := S, the linear space AS := PS(Cn) is in fact a (unital, abelian) C∗-algebra
with the new Choi-Effros product ◦. We are thus ready to show our main result: (AS, S|AS

)28

provides a genuine conservative C∗-system, and thus the action of S|AS
can now be extended to

negative powers.30

4In the language of Markov chains, the transient indices are associated to the so-called transient (or inessential)
“states”.

5If the index of imprimitivity dk of a block Bkk in the reduced form (I.2) is 1, then Bkk is said to be primitive.

6As witnessed by the matrix

1/2 1/4 1/4
0 2/3 1/3
0 0 1

, B00 =

ï
1/2 1/4
0 2/3

ò
=

ï
B00

00 B01
00

0 B11
00

ò
can be further reduced.

Yet, σ(B00) = {1/3, 2/3} = σ(B00
00) ∪ σ(B11

00).
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Theorem I.4.2
With the above notation, S|AS

is an order automorphism, and hence (AS, S|AS
,Z) is a conserva- 2

tive C∗-system.

Proof. 4

By Jordan-Chevalley decomposition, S|AS
=

∑
λ∈σper(S)

λEλ. Since by Theorem I.4.1,

σper(S) =
t⋃

k=1

σper(Bkk) =
t⋃

k=1

〈
e
i 2π
dk

〉
6

(
S|AS

)lcm(d1,...,dt) = idAS
. Therefore,

(
S|AS

)−1
=
(
S|AS

)lcm(d1,...,dt)−1 which is manifestly positive.7

By Corollary I.2.9, S|AS
∈ Aut(AS) and hence (AS, S|AS

,Z) is a conservative C∗-system. 8

We end the section with some considerations. By taking into account Proposition I.2.11, point
2 in Proposition 3.2 of [42], and lastly (iii) in Theorem I.4.1, we conclude that in the irreducible 10

cases, hence in all completely reducible ones, the Choi-Effros product Equation I.1 coincides with
the original one. On the other hand, we know that there are examples, necessarily admitting 12

transient indices, for which the original product must be changed, see e.g. [34], Section 6.
Therefore, one might conclude that the cases for which the original product should be changed 14

is connected with the presence of transient indices. Unfortunately, also this conjecture does
not hold in general. For instance, when all the imprimitivity indices dj, j = 1, 2, . . . , n, of the 16

square-block matrices in (I.2) are 1, σper(S) = {1} with multiplicity n and the original product
need not to be changed. All things considered, the cases for which the original product might 18

be replaced with the Choi-Effros one have to be found among those with a non-empty set of
transient indices and at least one ergodic imprimitive component Bjojo . 20

I.5. Generalizations of the main result

A year after the publication of our work, in September 2023 Bhat, Kar and Talwar prove the 22

following result.

Theorem I.5.1 (Bhat, Kar, Talwar) 24

Let A be a finite-dimensional, unital C∗-algebra. If ϕ : A → A is a c.p.u. self-map such that
σ(ϕ) ⊆ T, then ϕ ∈ Aut(A). 26

Proof.

Without loss of generality, we can take A =
N⊕
n=1

Mdn(C) for some d1, . . . , dN , N ≥ 1. Let H := 28

N⊕
n=1

Cdn and (Pn : H ↠ Cdn)Nn=1 the corresponding family of pairwise orthogonal projections.

Then, B(H) = Md(C) where d :=
N∑
n=1

dn. Let 30

ϕ̃ : B(H)→ B(H)

X 7→
N∑
n=1

ϕ(PnXPn)

7If all blocks Bjj , j = 1, . . . , n, are primitive, that is dj = 1, then on one hand S|AS
= IAS

, while on the

other hand l.c.m.(d1, . . . , dn)− 1 = 0 which means (S|AS
)
−1

= IAS
=
(
S|AS

)l.c.m.(d1,...,dn)−1
.
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Then, ϕ̃ is a c.p.u. self-map on B(H) s.t. Pϕ̃(B(H)) ∼= Pϕ(A) = A (this last equality is due to

σ(ϕ) ⊆ T whence σ(ϕ) = σper(ϕ)). By Theorem 2.10 in [8] (p. 199), ϕ̃|P
ϕ̃
(B(H)) ∈ Aut(Pϕ̃(B(H))),2

and hence ϕ ∈ Aut(A).

Corollary I.5.24

Let A be a finite-dimensional, unital C∗-algebra. If ϕ : A → A is a c.p.u. self-map, then
ϕ|Aϕ

∈ Aut(Aϕ) and hence (Aϕ, ϕ|Aϕ
,Z) is a conservative C∗-system.6

Proof.
Since σ(ϕ|Aϕ

) = σper(ϕ) ⊆ T, the assertion follows from Theorem I.5.1.8

Remark I.5.3
The hypothesis of complete positivity in Theorem I.5.1 cannot be weakened to mere positivity.10

The transpose map T : Mn(C)→Mn(C) (n ≥ 2) is an involutive, unital, positive map which
is not 2-positive (on the contrary, it is 2-copositive). Its spectrum is σ(T ) = {±1} ⊂ T,12

with spectral subspaces Mn(C)1 = {A ∈ Mn(C) : A symmetric} of dimension
n

2
(n + 1) and

Mn(C)−1 = {A ∈ Mn(C) : A anti-symmetric} of dimension
n

2
(n − 1). However, it is merely14

a ∗-anti-automorphism of Mn(C) (i.e. a ∗-isomorphism from Mn(C) to its opposite algebra
Mn(C)op).16

One might raise the question whether Theorem I.5.1 is just a special case of a more general
fact, firstly conjectured in [34] (Conjecture 5.5, p. 120):18

Let ϕ be a c.p.u. self-map on a unital C∗-algebra A s.t. σ(ϕ) ⊂ T. Then, ϕ ∈ Aut(A).

With the enlightening suggestions of Glück J. (at the end of January 2024), we have been20

able to produce an ∞-dimensional example for which Theorem I.5.1 abruptely fails to hold.
Consider the non-separable, abelian W ∗-algebra ℓ∞(Z) ∼= Cb(Z) ∼= M(C0(Z)) ∼= C(βZ), where22

βZ is the Stone-Čech compactification of Z (an example of Stone space, indeed hyperstonean,
see Remark I.2.8). Notice that the well-known bilateral shift, defined as (Sx)n := xn−1 (n ∈ Z,24

x ∈ ℓ∞(Z)) is a ∗-automorphism of ℓ∞(Z) and σ(S) = σp(S) = T, with spectral subspaces of
the form ℓ∞(Z)z = spanC{n 7→ z−n} for every z ∈ T (σp(S) denotes the point spectrum of S,26

namely the set of its eigenvalues). A modified version of S does the job we want: we will see
that it does not belong to Aut(ℓ∞(Z)), though having exactly the same spectrum as S. Let28

ϕ : ℓ∞(Z)→ ℓ∞(Z)

x 7→ ϕ(x) :

1 7→ x0 + x−1
2

n 7→ xn−1 (n ̸= 1)

with kth-power (k ≥ 1)30

ϕk : ℓ∞(Z)→ ℓ∞(Z)

x 7→ ϕk(x) :

n 7→
xn−k + xn−k−1

2
(1 ≤ n ≤ k)

n 7→ xn−k otherwise

Then, ϕ is an invertible, normal (i.e. ultraweakly continuous) c.p.u. self-map of ℓ∞(Z) (ϕ is32

an example of Markov operator on C(βZ), as defined and thoroughly examined in [40]). Its
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pre-adjoint is

ϕ∗ : ℓ
1(Z)→ ℓ1(Z)

x 7→ ϕ∗(x) :


−1 7→ x0 +

x1
2

0 7→ 3x1
2

n 7→ xn+1 (n ̸= −1, 0)

2

and the kth power of its inverse (k ≥ 1) is

ϕ−k : ℓ∞(Z)→ ℓ∞(Z)

y 7→ ϕ−k(y) :


n 7→ (−1)n+k

(
y0 + 2

n+k∑
j=1

(−1)jyj

)
(1− k ≤ n ≤ 0)

n 7→ yn+k otherwise

4

By Gel’fand-Beurling spectral radius formula,

1 ≤ r(ϕ−1) = lim
k→+∞

∥ϕ−k∥1/k ≤ lim
k→+∞

(2k + 1)1/k = 1 6

whence σ(ϕ) ⊆ T. Even more, σ(ϕ) = σp(ϕ) = T. Indeed, for every z ∈ T, ℓ∞(Z)z = spanC{xz}
where 8

xz :

n 7→ z−n (n ≤ 0)

n 7→
Å

1 + z

2

ã
z−n (n ≥ 1) .

However, clearly ϕ ̸∈ Aut(ℓ∞(Z)): ϕ(δ20) = ϕ(δ0) =
δ1
2
̸= δ1

4
= ϕ(δ0)

2. By Corollary I.2.9, this 10

is due to the fact that although ϕ is positive, ϕ−1 is not: ϕ−1(δ1) = 2δ0 whence ∥ϕ−1∥ ≥ 2.
Nonetheless, we notice that by Theorem 2.12 in [109], we have at least ϕ ∈ Aut(AP(ϕ), ◦AP) 12

where

AP(ϕ) = spanC{x ∈ ℓ∞(Z) : ϕ(x) = λx for some λ ∈ T} = spanC{ℓ∞(Z)z : z ∈ T} ⊊ ℓ∞(Z) 14

(cf. Subsection I.2.3) is a C∗-algebra if endowed with the product

xz ◦AP xw := s-lim
k→+∞

ϕk(xzxw)

(zw)k
, z, w ∈ T 16

and the C∗-norm and involution inherited from ℓ∞(Z). Observe that xz ◦AP xw = xzw for every
z, w ∈ T. Indeed, the strong operator convergence on ℓ∞(Z) is merely the pointwise one and 18

for each k ≥ 1

ϕk(xzxw)

(zw)k
: Z→ C

n 7→ (zw)−n (n ≤ 0)

n 7→
Å

1 + zw

2

ã
(zw)−n (1 ≤ n ≤ k)

n 7→ (1 + z)(1 + w)

4
(zw)−n (n ≥ k + 1) .

20
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I.6. Physical remarks

In Classical Physics, time evolution is described by a suitable differential equation, and studying2

the possible superposition of a persistent and a transient part turns out to be very natural.
In all these systems, such an analysis simply describes a partition of relevant physical quantities4

into the part which is vanishing (transient part) and the one surviving (persistent part)
when t → +∞, provided such a splitting can be performed.8 This means that, for the6

investigation of a long-time behaviour, only the persistent part is substantial and, clearly,
only the properties of the surviving portion of the original dynamical system are encoded by8

the (surviving, i.e. restricted) time evolution. As a useful example when building electrical
measurement tools, we mention the forced RLC circuit.910

To summarize, in the classical situation, such a simplified notion of decoherence consisting
in the splitting into a transient and a persistent part is well understood. With the arrival12

of Quantum Mechanics, the precise axiomatization of the measurement procedure assumed
a fundamental role, thus making things appear much more complicated. One of the axioms14

contemplates that the set of observable quantities is modelled by some suitable Jordan algebra.
Since the structure of a Jordan algebra is far from being completely understood, to provide16

significant models and avoid many technical troubles, it is usually assumed that such a Jordan
algebra is the selfadjoint part of a C∗-algebra, see e.g. [90], Section 2.18

By coming back to the universally accepted (quantum) decoherence, on one hand it takes place
when the whole system can be described by the superposition of the multiplicative domain,20

automatically a C∗-algebra under its own multiplicative operation, and the remaining part
disappearing in time. On the other hand, as it happens for gapped c.p.u. maps, there are very22

simple examples which do not satisfy this standard definition of decoherence. However, the
part pertaining to the peripheral spectrum can still be separated by the remainder: the former24

provides a dynamical (not necessarily C∗) system which survives, the latter is inessential in the
long-time behaviour.26

The aim of [36] was to show that Markov chains, a relevant class of commutative examples,
encode a conservative C∗-dynamical system after isolating the persistent part from the transient28

one, and equipping the former with a new product. Such a conservative dynamical system is in
general larger than that consisting merely by the multiplicative domain. This result appears as30

a relevant step to provide a partial answer to the general, and currently unsolved, decoherence
problem.32

8Here, the parameter t describes the time evolution.
9Here, R, L and C stand for “resistance”, “inductance” and “capacitance”, respectively.



Chapter II

Graded C∗-algebras and twisted tensor 2

products: a state space approach

II.1. Introduction 4

The tensor product X ⊙ Y of two (possibly, topological) linear spaces X and Y is one of the
most recurring constructions in linear algebra and functional analysis. It shows really interesting 6

features, as well as many technical problems often difficult to deal with. If X and Y have
some additional structure, new properties can naturally be investigated. For instance, if the 8

involved spaces are Hilbert ones, say H and K, the Hilbert tensor product, usually denoted by
H⊗K, has countless applications in Fourier analysis, ergodic theories and quantum statistical 10

mechanics. When X ≡ A and Y ≡ B are C∗-algebras, A ⊙B is naturally endowed with an
algebraic structure making it an involutive algebra, denoted also by A⊗B. Since A and B now 12

have a norm topology, it is natural to study the possible C∗-norms which can defined on A⊗B,
thus exhibiting its C∗-completions. Among such norms, the minimal and the maximal ones are, 14

respectively, the smallest and the greatest in the family of all C∗-norms on A⊗B. Plus, the
von Neumann tensor product between two W ∗-algebras M and N is easily built from faithful 16

representations π(M) and π(N) as M⊗N :=
(
π(M)(M) ⊗ π(N)(N)

)′′
, and it is seen that such a

construction does not depend on the chosen pair π(M), π(N). The investigation of the possible 18

uniqueness of the C∗-norm on tensor products provides a possible definition of nuclearity, which
is also connected to injectivity, both very important notions naturally arising in the theory of 20

operator algebras. We mention the nice paper [10] devoted to the systematic study of possible
C∗-norms on a tensor product. 22

Tensor products are also deeply connected to the notion of independence in Quantum Probability
and Quantum Field Theory. Even in Classical Probability, the usual notion of independence is 24

indeed that of tensor independence. In the quantum framework, various notions of independence
are analysed in [38] under some natural conditions: freeness, (anti-)monotonicity and booleanness. 26

By relaxing the conditions in [38], much more natural notions of independence (such as the
Zn-graded independence) are given in [41], where n = 1 collapses to the tensor one. In Quantum 28

Field Theory, independence is connected to Einstein’s causality. Einstein’s causality simply
asserts that it is possible to exchange signals only between points connected by a time-like 30

worldline. Such a fundamental principle is encoded in a set of reasonable axioms to describe
the majority of models as exposed in the seminal paper [44]. As a consequence, algebras of 32

observables localized in causally separated regions are independent and partial states associated
to such regions are essentially uncoupled, see e.g. [69]. This leads to the celebrated split property 34

(e.g. [13]) which is asserted to be satisfied for most of relevant models. Nonetheless, it is well
known that a first classification of elementary particles is provided in terms of their spin. Such 36

19
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a classification is fundamental in quantum field theory and statistical mechanics. Particles
having half-integer spin, named fermions, obey the Fermi-Dirac statistics, whereas those with2

integer spin, called bosons, obey the Bose-Einstein one. This is the fundamental spin-statistics
theorem, pervading all quantum physics. Fermi particles are satisfactorily described by Fermi4

fields which enjoy the so-called Canonical Anticommutation Relations (CAR’s) when they are
causally separated, see e.g. [103], and [87] for the applications to statistical mechanics. Causally6

separated algebras of such Fermi fields provide a kind of suitably “twisted” (w.r.t. to product
and involution) tensor product, directly represented on a Hilbert space. In this scheme, charged8

Fermi fields localized in spatially separated regions anticommute with each other.

As for the Canonical Commutation Relations (CCR’s) enjoyed by Bose fields, abstractly10

represented by the usual C∗-tensor product, one could search for the systematic construction of
a general C∗-model for CAR’s, which might be called Fermi C∗-tensor product. Quite evidently,12

such a twisted construction implies many more complications, even at a purely algebraic level,
compared to the usual one. Notice that the interest in Fermi models is increasing also due14

to their applications in statistical mechanics and, consequently, in quantum probability. The
literature is quite vast and the reader is referred to the sample of papers [3], [6], [18], [29], [31],16

[56], [58] and the references cited therein. The construction of such models involve the (unique)
non-trivial bicharacter of Z2, which determines the Fermi commutation rules between even and18

odd elements. A first approach was shortly presented in [49], in which also the completion w.r.t.
the spatial C∗-norm is considered. The maximal C∗-norm is briefly treated in [84]. To the20

knowledge of the authors, a systematic investigation of (abstract) Fermi C∗-systems started in
[17], and continued in [31], where several aspects of the structure of symmetric states on the22

infinite chain of Fermi C∗-tensor products of a single algebra (including a quantum version of the
celebrated De Finetti theorem) are thoroughly analysed following the lines of the seminal paper24

[76] (which deals with the infinite minimal C∗-tensor product) and of [18] (which addresses the
CAR algebra on the chain N).26

In light of the previous considerations, a constructive approach to group-twisted tensor products,
firstly from a purely algebraic point of view and secondly at a topological level, appears28

logical to face. Very recently, this investigation was carried out in [57], [70] by using the
general structure of locally compact quantum groups and bicharacters on them. In the first30

one, a spatial construction is directly given by exploiting representations of the marginal
algebras, without further investigating the minimality of the involved norm among all the32

admissible C∗-constructions. In the second paper, the maximal/universal counterpart is provided.
Though rather general, these models are restricted to only two of all possible C∗-completions.34

Furthermore, they do not seem to lend themselves to easy and applicable computations, unless
one limits himself to the setting of (classical) abelian groups, acting on the marginal algebras36

and giving rise to two C∗-dynamical systems. Surprisingly, this limitation is not so strong: as
pointed out in Section 6.2 in [57] (see also our Remark II.7.6), the involved twisting always38

descends to the abelianization of a group in a canonical way. To take advantage of abstract
Fourier analysis, we will also suppose that the acting groups are compact. Compactness will40

guarantee the existence of a faithful expectation onto the subalgebra of points fixed by the
action, thus translating a C∗-dynamical system into a topological grading over the dual group42

(see Proposition II.4.3).

To summarize, the state of the art of the purely mathematical aspects of twisted C∗-tensor44

products is the following. The simplest one is the usual (i.e. non-twisted) tensor product where
either one of the marginal actions or the bicharacter is trivial. Even in this apparently simple46

model, there are technical difficulties about C∗-completions, see e.g. [104]. The next step is
turning to the simplest non-trivial examples: Fermi systems. In this situation, the involved48

groups establishing the grading on the marginal algebras are both Z2, and the bicharacter is
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the one establishing the CAR’s between odd and even elements. Even in this case, there are
just partial results about the topological aspects, essentially contained in [84], [17], [31], [49]. 2

Another widely investigated model, which falls into the class of twisted C∗-tensor product, is
the so-called noncommutative 2-torus, or rotation C∗-algebra. Here, the marginal C∗-algebras 4

both coincide with the continuous functions on the torus T, on which T itself acts transitively by
rotations, and the bicharacter is u(m,n) = ei2πϑmn, with m,n ∈ T̂ ∼= Z and ϑ ∈ (0, 1). The case 6

of irrational ϑ is of particular interest, even though also the rational case has many interesting
features. The reader is referred to [85] and the references cited therein for further details. In 8

view of various potential physical applications, we also mention [35] for a recent construction of
type III representations, where Tomita modular data play a crucial role. Since the action of T 10

on C(T) by rotations is ergodic, the C∗-rotation algebra has always a faithful state for each
angle ϑ ∈ (0, 1), indeed a trace (e.g. Proposition II.11.6), and thus the min and max-norm 12

must coincide. This means that, apart from the (possible, but not yet clarified) existence of
non-compatible norms, there are no problems on C∗-completions of the rotation algebra. 14

Our approach will be entirely constructive, hence more suited to applications. After some
basic notation fixed in Section II.2, Section II.3 illustrates preliminary, well-established facts on 16

involutive algebras, with a particular focus on algebraically bounded algebras, the ones whose
convex cone generated by elements of the form a∗a forces all the algebra representations on some 18

inner product space to act via bounded operators (hence, extendable to the Hilbert completion).
This notion will be of use in the sequel, since both the algebraic layer of a graded C∗-algebra 20

and the algebraic twisted tensor product are instances of bounded ∗-algebras (Proposition II.5.2,
Proposition II.10.1). In Section II.4, we briefly mention the theoretical substrate of Fourier 22

analysis necessary in the following, gradually narrowing the discussion to C∗-systems (A, G, α)

based on a unital C∗-algebra A and a pointwise norm-continuous action G
α↷ A of a compact 24

group G on A, yielding a faithful expectation EG : A ↠ AG onto the fixed point subalgebra AG.
This framework admits three pre-Hilbert module interpretations and, given any state φ ∈ S(A), 26

it allows to explicitly write the GNS triplets of the restriction φ|AG AG and the EG-pullback
φ ◦ EG, by exploiting the Stinespring dilation of completely positive maps. The description is 28

even clearer when G is abelian, hence admitting a dual group Ĝ (necessarily, discrete) coacting
in a C∗-algebraic sense on A and grading it as an inner direct sum of spectral subspaces Aσ. 30

The algebraic layer Ao := ∔
σ∈“GAσ, consisting of the grading homogeneous elements, is dense

in A and its fundamental properties, especially concerning its representations and states, are 32

discussed in Section II.5. To achieve the construction of twisted tensor products an ingredient is
left: group bicharacters. They are treated in Section II.6, which also contains a table of all the 34

possible bicharacters on notable discrete abelian groups. After this preparation, in Section II.7
we construct the algebraic twisted tensor product of two C∗-algebras A and B (the former 36

graded by Ĝ, the latter by “H) from a fixed bicharacter u : Ĝ× “H → T which determines the
commutation rules between homogeneous elements of Ao and Bo. By such a commutation 38

rule, it is also possible to deduce a ∗-operation which is compatible with the product, making
Ao ⊙Bo a full-fledged involutive algebra denoted by Ao ⃝u Bo. To be more specific, for the 40

product and the adjoint operation, we set

(a⊙ b)(A⊙B) := u(∂A, ∂b)aA⊙ bB (a⊙ b)∗ := u(∂a, ∂b)a∗ ⊙ b∗ 42

where ∂a is the degree of a ∈ Ao, and similarly for A ∈ Ao, b, B ∈ Bo. We also mod out the
“inessential” parts of both the grading and the twisting, thus producing a sort of non-degenerate 44

twisted product. The section ends with an analysis of the factoring-out mappings (see (II.1))
in this new setting. The three next sections, Section II.8, Section II.9 and Section II.10 deals 46

with representations of Ao ⃝u Bo, firstly establishing products of marginal representations, then
discussing the Gel’fand-Neumark-Segal (GNS) representation induced by product states (where 48
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at least one of the marginal state must be invariant under the action of the corresponding
group), and lastly proving that every representation of Ao ⃝u Bo must consist of bounded2

operators, thus permitting a logical investigation of C∗-completions. In Section II.9, we also
point out a mistake in an equality in the proof of Proposition 7.1 in [17] which is circumvented4

by a our (hopefully, better) proof. In this occasion, the notion of compatibility and (sub)-cross
properties of a C∗-norm on Ao⃝u Bo are introduced. Precisely, a C∗-norm γ is compatible if the6

product action of G×H consists of γ-isometric automorphisms of Ao⃝u Bo, hence extending to
a well-defined action on the γ-completion. Our definition differs from the one given in [19] and8

seems more correct, even if more restrictive: on the one hand, there exist norms which fits the
definition in [19] but not ours (see Section II.13); on the other hand, our definition allows to10

correct the proof in [19] of the minimality of the spatial C∗-norm among all the compatible ones
(see Section II.12). The cross property is defined in a stricter way than the one given in [19],12

as well (all the proofs in there still perfectly work with our definition). Our choice, this time,
is not aimed to correct a mistake, but to guarantee the isometric embedding of the marginal14

algebras into the completion (see Proposition II.11.5). Maximal and minimal C∗-norms are
described in Section II.11 from the class of all representation of Ao ⃝u Bo and the ones induced16

by products of invariant states, respectively. After showing that the min-norm is the smallest
among all the compatible C∗-norms in Section II.12, we devote Section II.13 to the construction18

of a non-compatible norm, taking advantage of a pedagogical example due to S. Wassermann
([79]) in 1975. Another more recent example, due to Accardi, Fidaleo and Mukhamedov ([1]),20

is illustrated to show a crucial mistake in [19], responsible for leading to a wrong proof of
the minimality of the min-norm. Section II.14 contains some useful characterizations of the22

max-norm in parallel to Section II.15 in which there are relevant characterizations of the
min-norm, including its spatiality (Proposition II.15.1 and Remark II.15.2). We also provide24

the topological aspects of the factoring-out maps in relation to the max and min-norms, as well
as of the “non-degeneracy” of a twisted product in Section II.16. When one of the fixed point26

subalgebras, AG and BG, is nuclear, there exists a unique compatible C∗-norm on Ao ⃝u Bo:
this is the object of Section II.17. Lastly, Section II.18 is devoted to a generalization of the28

Klein-Jordan-Wigner transformation, initially aimed to realize a ∗-isomorphism between the
Fermi (i.e. Z2-twisted) C∗-tensor product A⃝F min B and the usual non-twisted one A⊗min B,30

provided that at least one of the parity automorphisms on the involved C∗-algebras is inner. It
was designed for applications to quantum field theory to pass from operators enjoying CAR’s to32

ones enjoying CCR’s. It was outlined in [49] and reconsidered in [31] in a purely C∗-algebraic
setting. Here (Theorem II.18.1), we are able to extend this result to general twisted products.34

Namely, for C∗-systems (A, G, α) and (B, H, β) such that either α or β is inner, there is a
∗-isomorphism between A⃝u min B and A⊗min B preserving the invariant product states and36

intertwining the corresponding actions of G×H. It should be specified that a kind of Klein
transformation is actually outlined (even if not named) in [57] in their spatial description of the38

twisted tensor product, though without showing the last two properties just mentioned.

We end the present introduction with some potential applications. A relevant case of interest40

in quantum physics involves anyons. Anyons are quasi-particles living in low-dimentional
space-time manifolds, and obeying to the braid statistics. Fractional anyons (detected by two42

experiments in 2020) were first theorised by F. Wilczek (cf. [80]). It is argued that they play
a role in the fractional quantum Hall effect. It is also conjectured that they can have a role44

in quantum computing. The reader is referred to the review-paper [75], and [41] for a purely
algebraic analysis finalized to applications in quantum probability. Concerning the appearance46

of anyons in algebraic quantum field theory, the reader is also referred to [37]. The particular
statistics of these quasi-particles implies the any-commutation relation in the sense that, if48

one exchanges (i.e. commutes) operators with prefixed anyonic degree, any phase-factor might
appear. From that, the statistics of such quasi-particles is named anyonic statistics. If, on50
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the one hand, there are hundreds of papers studying the physics of such objects, on the other
hand only few deal with the mathematical framework. By the above considerations, for the 2

abstract construction of anyonic systems, we could argue that the natural candidate for the
bicharacter is uany(x, y) = ei2πxy, x, y ∈ R/Z. Since the grade is induced by a compact group, 4

which in this case should be the dual of the discrete circle T, the involved C∗-systems would
be of the form (A,Bohr(Z), α) where Bohr(Z) is the Bohr compactification of Z. We also 6

mention the so-called p-anyons for which the involved dual groups are Zp.1 Also non-abelian
anyons, including the so-called plektons, have been introduced and studied for potential physical 8

applications. In our framework, they might be achieved when the involved groups are still
compact but not abelian, and thus the dual object would be merely a sort of discrete quantum 10

group. In order to go beyond the model in [57] in the case of compact non-abelian groups,
(then providing a model for such non-abelian anyons) we might take advantage of the harmonic 12

analysis described in [23], and possibly give a more suitable definition for the commutation
relations. We hope to treat this general framework somewhere else. We end by mentioning the 14

adele construction of the dual of the discrete group Q of rational numbers under addition (or
also of positive rationals Q+ under multiplication). The various twisted C∗-tensor products 16

for which at least one of the involved compact groups is “Q might have natural applications
in Number Theory as well. The whole chapter is the content of a paper by Fidaleo F. and 18

Vincenzi E., submitted to a journal and currently under review.

II.2. Preliminaries 20

Any topological space will be tacitly assumed to be Hausdorff. In particular, the topology of a
(locally) compact space/group is assumed to be automatically Hausdorff. 22

If a group G acts on a space X through maps X ∋ x 7→ gx ∈ X (see below for some standard
useful cases), the orbit of an element x is denoted by Ox ≡ G · x := {g · x : g ∈ G} ⊂ X. 24

A point-space X on which a group G is acting is called a G-space, and such an action is
schematically denoted by G↷ X. 26

For a vector space V , if not otherwise stated, we tacitly suppose that it is built on the field
of complex numbers. Its algebraic dual, namely the linear space of all linear complex-valued 28

functionals defined on V , is denoted by V ′. If V is a topological vector space, its topological
dual, i.e. the continuous elements in V ′, is denoted by V ∗. In this framework, if S ⊆ V , 30

[S] := spanC S and S is total if [S] = V .
On a complex pre-Hilbert space, the inner product is supposed to be linear in the 1st variable and 32

anti-linear in the 2nd. Let H be an, always complex, Hilbert space. With B(H), we denote the
W ∗-algebra of all bounded operators acting on H. The identity 1B(H) coincides with the identity 34

operator IH, and is simply denoted by I when this causes no confusion. We denote by K(H) the
norm-closed, two-sided ∗-ideal of all compact operators, by B1(H) ⊂ K(H) the (not necessarily 36

norm-closed) two-sided ∗-ideal of all trace-class operators, and by U(H) the norm-closed group
of all unitary operators acting on H. For Hilbert spaces H and K, their complete tensor product 38

is again a Hilbert space denoted by H⊗K. For ξ ∈ H, the corresponding vector functional on
B(H) is defined as ωξ := ⟨· ξ, ξ⟩. 40

Let X and Y be two linear spaces. With X∔Y and X⊙Y we denote their (outer) direct sum and
tensor product, respectively. We also consider an arbitrary collection (Xι)ι of linear spaces. Their 42

outer direct sum consists of all nets ∔ιXι :=
{
x = (xι)ι : xι = 0 but a finite number of indices

}
,

where the sum and product-by-scalars are component-wise defined as x + y := (xι + yι)ι and 44

1This model for p = 1, 2, . . . , is treated in a purely algebraic way in [41], after noticing that the 1-anyons are
exactly the bosons and the 2-anyons are the fermions, then providing the usual and the Fermi tensor product,
respectively.
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cx := (cxι)ι (c ∈ C), respectively. If Xι ⊂ X, then it is also possible to define the inner direct
sum ∔ιXι ⊂ X, provided that ι ̸= κ⇒ Xι ∩Xκ = {0}. Suppose that Z is another linear space.2

It is well known that

(X ⊙ Z) ∔ (Y ⊙ Z) ∼= (X ∔ Y )⊙ Z, and (Z ⊙X) ∔ (Z ⊙ Y ) ∼= Z ⊙ (X ∔ Y ) ,4

through the (right and left) factoring-out maps R and L defined on the elementary tensors as

R : (X ⊙ Z) ∔ (Y ⊙ Z)→ (X ∔ Y )⊙ Z
(x⊙ z1, y ⊙ z2) 7→ (x, 0)⊙ z1 + (0, y)⊙ z2 ,

L : (Z ⊙X) ∔ (Z ⊙ Y )→ Z ⊙ (X ∔ Y )

(z1 ⊙ x, z2 ⊙ y) 7→ z1 ⊙ (x, 0) + z2 ⊙ (0, y) .

(II.1)6

If in addition, A and B are involutive algebras, then A⊗B will denote the algebraic tensor
product A⊙B equipped with the usual product and involution given on the simple tensors by8

(a1 ⊗ b1)·(a2 ⊗ b2) = a1a2 ⊗ b1b2, (a1 ⊗ b1)† = a∗1 ⊗ b∗1 ,

for all a1, a2 ∈ A, b1, b2 ∈ B. We are adopting the symbols “·” and “†” to denote the product10

and the involution in A⊗B just in order to distinguish them from the analogous operations
(denoted by the simple juxtaposition and “∗”, respectively) on the twisted tensor product12

Ao ⃝u Bo (and its natural completions), as we shall see. Lastly, we reserve the symbol “⊕” for
Banach direct sums and C∗-algebraic direct sum.14

II.3. Representations of involutive algebras

Since we heavily deal with involutive algebras, often without any a priori assigned topology, we16

fix some basic notation. An involutive (or ∗-) algebra is a complex algebra A, always unital if
not otherwise specified, equipped with an antilinear involution ∗ such that 1∗A = 1A. As usual,18

Asa denotes the Jordan real algebra consisting of the selfadjoint elements in A, i.e. a ∈ Asa if
and only if a = a∗. Particularly, a ∈ Asa is (algebraically) positive if a = z∗z for some z ∈ A.20

Furthermore, following the notation employed in [101], we denote by
∑

A2 the cone generated

by the positive elements of A:22

∑
A2 :=

{
n∑
i=1

z∗i zi : zi ∈ A, n ≥ 1

}
⊂ A .

Evidently,
∑

A2 is convex (or, equivalently, closed under addition), hence it induces a partial24

ordering on A, as customary: for s, t ∈ A, we write s ≤A t if t− s ∈
∑

A2. Moreover,
∑

A2

is a quadratic module of A, that is 1A ∈
∑

A2 and x∗sx ∈
∑

A2 for every s ∈
∑

A2 and26

x ∈ A. Without loss of generality, we will only deal with non-degenerate representations of
A acting on, not necessarily complete, complex inner product spaces (Ho, ⟨·, ·⟩). Therefore, a28

representation of the involutive algebra A is merely a ∗-algebra homomorphism π from A to
L(Ho), the set of all C-linear operators acting on Ho, satisfying30

⟨π(x)ξ, η⟩ = ⟨ξ, π(x∗)η⟩ , x ∈ A, ξ, η ∈ Ho .

The representation π is non-degenerate if ξ ∈ Ho, ξ ⊥ π(A)Ho ⇒ ξ = 0. It is easy to see that32

this is equivalent to ask π to be unital, i.e. π(1A) = IHo (see [101], Lemma 4.9 (iii), p. 64).
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Again from [101], A is algebraically bounded (simply shortened as “bounded
”

in the sequel) if

the quadratic module
∑

A2 is Archimedean, i.e. for each a ∈ A there exists a positive constant 2

Ca > 0 (only depending on a) s.t. a∗a ≤A Ca1A. The reason of the term “bounded
”

is given by
the straightforward fact that every representation π : A → L(Ho) of a bounded ∗-algebra A 4

has range π(A) lying in B(Ho), thus determining a representation π : A→ B(H) acting on the
completion H := Ho by bounded operators, as it will be explained in the following 6

Lemma II.3.1
Each representation π of a bounded ∗-algebra A on a pre-Hilbert space Ho uniquely extends to 8

a representation acting by bounded operators on the Hilbert space completion H = Ho. By
setting π(a) := π(a) (a ∈ A), π induces a full-fledged representation π : A→ B(H). 10

Proof.
Let π be a representation of A on a pre-Hilbert space Ho. Then, for each a ∈ A, π(a) is closable. 12

We now show that it is even bounded, if A is a bounded ∗-algebra. By hypothesis, for every

a ∈ A there exists Ca > 0 such that Ca1A − a∗a ∈
∑

A2, hence 14

0 ≤ ⟨π(Ca1A − a∗a)ξ, ξ⟩Ho = Ca∥ξ∥2Ho
− ∥π(a)ξ∥2Ho

, ξ ∈ Ho ,

an thus π(a) is a bounded operator on Ho. It follows that 16

D
Ä
π(a)

ä
=

®
ξ ∈ Ho : ∃(ξn)n ⊂ D(π(a)) s.t.

®
ξn → ξ

(π(a)ξn)n Cauchy

´
= Ho ,

and therefore π(a) ∈ B(Ho) by the Closed Graph Theorem. In particular, π(a) is the unique 18

continuous extension of π(a) to the Hilbert space Ho and ∥π(a)∥B(Ho)
= ∥π(a)∥B(Ho). We are

left to show that the mapping π : A → B(H), π(a) := π(a) defines a representation of A on 20

H := Ho.
For each ξ, η ∈ H, choose two sequences (ξn), (ηn) ⊂ Ho converging to ξ and η, respectively. 22

For the ∗-operation, by joint continuity of the inner product we get

⟨π(a∗)ξ, η⟩ =⟨π(a∗)ξ, η⟩ = lim
m,n
⟨π(a∗)ξm, ηn⟩ = lim

m,n
⟨ξm, π(a)ηn⟩ 24

=⟨ξ, π(a)η⟩ = ⟨π(a)
∗
ξ, η⟩ = ⟨π(a)∗ξ, η⟩, a ∈ A.

As concerns the product, first notice that the sequence (π(b)ξn)n ⊂ Ho converges to π(b)ξ ≡ 26

π(b)ξ ∈ H. Therefore,

π(a)π(b)ξ =π(a)(π(b)ξ) = lim
n
π(a)(π(b)ξn) = lim

n
π(a)(π(b)ξn) 28

= lim
n
π(a)π(b)ξn = lim

n
π(ab)ξn = π(ab)ξ = π(ab)ξ, a, b ∈ A.

Clearly, every C∗-algebra is bounded. If A is a bounded ∗-algebra, let Rep(A) be the family of 30

(unitary equivalence classes of) non-degenerate representations of A on some Hilbert space. We
shall show soon (cf. Proposition II.10.1) that all the involutive algebras arising from twisted 32

tensor products are bounded. We recall that an algebra-norm ∥ ∥ on A is always supposed to
satisfy ∥a∥ = ∥a∗∥ for each a ∈ A, i.e. the involution ∗ is norm isometric. Any C∗-norm on A 34

evidently satisfies this property. An involutive algebra equipped with a C∗-norm ∥ ∥ is named
pre-C∗-algebra, seen as a dense ∗-subalgebra of its C∗-completion. 36

We also recall that, for a positive functional f on a normed ∗-algebra (A, ∥ ∥A), f is ∥ ∥A-weakly
bounded on a subset X ⊂ A if all mappings of the form 38

X ∋ x 7→ f(a∗xa) ∈ [0,+∞) , a ∈ A ,
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are norm-continuous. Likewise, the representation π : A→ L(Ho) of A on a pre-Hilbert space
Ho is said to be weakly continuous on a subset X ⊂ A if all the linear forms2

X ∋ x 7→ ωξ(x) := ⟨π(x)ξ, ξ⟩Ho , ξ ∈ Ho ,

are norm-continuous. In both cases, if X = A, we shall simply say “weakly continuous
”
/“weakly4

bounded
”
.

Interestingly, it can be shown that, when π is weakly continuous on X := Asa, π(A) ⊂ B(Ho)6

and then each operator π(a) can be uniquely extended to a bounded operator π(a) ∈ B(H) (see
Theorem 25.5 in [106]), coinciding with its (unique) closed extension.8

Instances of representations of a ∗-algebra A, ubiquitous in literature, are the ones induced by
(algebraically) positive functionals. If f : A→ C is a positive functional, let ⟨a, b⟩f := f(b∗a)10

(a, b ∈ A) the positive semidefinite, sesquilinear form associated to f . Evidently, it satisfies

� ⟨ab, c⟩f = ⟨b, a∗c⟩f for a, b, c ∈ A12

� ⟨a, b⟩f = ⟨b, a⟩f for a, b ∈ A (Hermitianness of ⟨·, ·⟩f )

� |⟨a, b⟩|2 ≤ ⟨a, a⟩f⟨b, b⟩f for a, b ∈ A (Cauchy-Bunyakovsky-Schwarz inequality)14

Denote by nf := {a ∈ A : ⟨a, b⟩f = 0, b ∈ A} = {a ∈ A : f(a∗a) = 0} the left kernel of the
functional f , a left (in general, not ∗-closed) ideal of A. The quotient space Ho,f := A/nf =16

{af : a ∈ A} is then equipped with a well-defined inner product

⟨af , bf⟩Ho,f
:= ⟨a, b⟩f = f(b∗a) , af , bf ∈ Ho,f ,18

thence getting a structure of pre-Hilbert space, upon which the left multiplication representation
of A20

πf (a)bf := (ab)f , a, b ∈ A ,

acts via linear operators, with algebraically cyclic vector ξf :=
(
1A
)
f
: πf(A)ξf = Ho,f . The22

explicit relation between f and the associated representation πf is then, as is known, given by

f(a) = ⟨πf (a)ξf , ξf⟩Ho,f
, a ∈ A .24

If πf(A) ⊂ B(Hf,o), πf is said to be the GNS (Gel’fand, Neumark and Segal) representation
associated to f . As seen in Lemma II.3.1, it yields a representation πf : A → B(Hf), where26

Hf := Ho,f . When A is equipped with an algebra norm, one can straightforwardly characterize
norm-continuity of a positive functional f via the associated representation.28

Proposition II.3.2
Let A be a normed, unital ∗-algebra, and f a non-zero, algebraically positive, linear functional30

on A. Under the notation of Lemma II.3.1, the following are equivalent:

(1) f : A→ C is bounded;32

(2) πf : A→ L(Hf,o) acts by bounded operators, and πf : A→ B(Hf ) is bounded;

(3) πf : A→ L(Hf,o) acts by bounded operators, and πf : A→ B(Hf ) is weakly continuous.34

In the event that ∥ ∥ is a C∗-norm and A := A
∥ ∥

(with positive cone A+ := {z∗z : z ∈ A}), the
previous three properties are equivalent to each of the following:36

(4) f(A+ ∩ A) ⊂ [0,+∞);
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(5) πf (A+ ∩ A) ⊂ B(Hf )+.

Proof. 2

We will show the implication scheme (1)⇔ (2)⇔ (3).
(1)⇒ (2): since f is bounded, for each vector ξ := πf (b)ξf , we get 4

|ωξ(x)| = |⟨πf (b∗xb)ξf , ξf⟩Ho,f
| = |f(b∗xb)| ≤ C∥b∥2A∥x∥A , x ∈ Asa .

i.e. π is weakly continuous on the subset Asa. By Theorem 25.5 in [106], we deduce that 6

πf (A) ⊂ B(Ho,f ). Lastly, since f admits a unique algebraically positive continuation f to the

Banach ∗-algebra A
∥ ∥

(with automatically contractive GNS representation πf on the Hilbert 8

space Hf , by Corollary 25.17 in [106]), πf : A → B(Hf) and πf
∣∣
A

: A → B(Hf) are unitarily
equivalent representations of A (see e.g. [101], Theorem 4.41, pp. 80-81; here, the unitality 10

requirement on A is used). It follows that πf is bounded (even contractive).
(2)⇒ (1): by boundedness of πf , 12

|f(x)| ≤ ∥πf (x)∥∥ξf∥2 ≤ C∥ξf∥2∥x∥A

for every x ∈ A, whence f is bounded. 14

(2)⇒ (3) is obvious.
(3) ⇒ (2): we shall apply the uniform boundedness principle twice. Using the polarization 16

identity on Hf and the decomposition of elements of A in their respective real and imaginary

parts, for every fixed ξ, η ∈ Hf the linear functionals A ∋ a 7→ ⟨πf (a)ξ, η⟩Hf
are bounded. By the 18

Riesz representation theorem, this is equivalent to say that the ξ-section Sξ :=
{
πf (a)ξ : ∥a∥ ≤

1
}
⊂ Hf is weakly bounded, that is ϕ(Sξ) is bounded in C for every ϕ ∈ H∗f . By the Banach- 20

Steinhaus theorem, Sξ is then bounded in Hf , that is sup
∥a∥≤1

∥∥πf (a)ξ
∥∥ ≤ Cξ for every fixed

ξ ∈ Hf . Again applying Banach-Steinhaus,
(
πf (a)

)
a∈A : ∥a∥≤1 ⊂ B(Hf) is a bounded family of 22

operators, that is πf : A→ B(Hf ) is bounded.
The last part of the lemma is easily implied by Propositions 2.1 (p. 10) and 2.11 (p. 16) in [96], 24

since A is a particular instance of (dense) operator system in A.

Remark II.3.3 26

Recall that f : A → C in the previous lemma is bounded if and only if ker f is closed if and
only if the graph of f is closed. 28

As for C∗-algebras, a state φ ∈ S(A) on a unital ∗-algebra is a (algebraically) positive unital

functional on A, that is φ
Ä∑

A2
ä
⊆ [0,+∞) and φ(1A) = 1. We shall say that a family of 30

states S ⊂ S(A) separates the points of A (or that it is point separating for A) if the condition
“φ(a∗a) = 0 for each φ ∈ S

”
implies that a = 0. If φ ∈ S(A) is such that S = {φ} is point 32

separating for A, then φ is said to be faithful.

II.4. Abstract Fourier analysis on C∗-algebras 34

We outline here the structure of a graded C∗-algebra arising from the action of a compact
(abelian) group. First of all, let us give some basic facts, useful for the upcoming theory. If 36

B ⊂ A is an inclusion of C∗-algebras, a projection of A onto B is a surjective linear map
E : A ↠ B s.t. E(b) = b for each b ∈ B. If, in addition, E is contractive, it is said to be a 38

(conditional) expectation of A onto B. It is well known that an expectation E is automatically
completely positive and a B-bimodule map, i.e. E(b1ab2) = b1E(a)b2 (a ∈ A, b1, b2 ∈ B). 40
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Trivially, B ⊂ME, where ME := {a ∈ A : E(a∗a) = E(a)∗E(a), E(aa∗) = E(a)E(a)∗} is the
multiplicative domain of E, a C∗-subalgebra of A. Notice that if B ⊂ A have a common unity2

and E : A ↠ B is a unital projection, then it is an expectation iff it is positive.

A faithful expectation E of A onto B (i.e. one for which A+ ∩ kerE = {0}) gives A a structure4

of pre-Hilbert ∗-bimodule over B, i.e. of ∗-closed B-bimodule equipped with a bilinear B-valued
map6

⟨·, ·⟩E : A× A→ B

(a1, a2) 7→ ⟨a1, a2⟩E := E(a1a2)

satisfying8

� ⟨ba1, a2⟩E = b⟨a1, a2⟩E, ⟨a1, a2b⟩E = ⟨a1, a2⟩Eb and ⟨a1b, a2⟩E = ⟨a1, ba2⟩E, a1, a2 ∈ A, b ∈
B (B-bilinearity)10

� ⟨a1, a2⟩∗E = ⟨a∗2, a∗1⟩E, a1, a2 ∈ A

� ⟨a, a∗⟩E ∈ A+, a ∈ A12

� ⟨a, a∗⟩E = 0 if and only if a = 0

The map ⟨·, ·⟩E also induces two sesquilinear, positive definite, Hermitian, B-valued maps14

⟨a1, a2⟩l := ⟨a1, a∗2⟩E = E(a1a
∗
2), ⟨a1, a2⟩r := ⟨a∗1, a2⟩E = E(a∗1a2), and hence three norms

∥a∥l :=
»
⟨a, a⟩l =

»
E(aa∗), ∥a∥r :=

»
⟨a, a⟩r =

»
E(a∗a) and ∥a∥m := ∥a∥l ∨ ∥a∥r =16

∥a∥l ∨ ∥a∗∥l. If ∥ ∥m is complete (i.e. ∥ ∥m-Cauchy sequences converge), then A is said to be a
Hilbert ∗-bimodule over B. We remark that:18

(1) (A, ⟨·, ·⟩l) is a left pre-Hilbert B-module, whereas (A, ⟨·, ·⟩r) a right one

(2) the involution ∗ is ∥ ∥m-isometric20

(3) ∥E(a)∥A ≤ ∥a∥l ∧ ∥a∥r ≤ ∥a∥m ≤ ∥a∥A, a ∈ A; in particular, the metric topology induced
by ∥ ∥m is coarser than the one associated to ∥ ∥A22

We are particularly interested in projections coming from C∗-systems. A C∗-system (or
briefly, C∗-system) is a triplet (A, G, α) consisting of a (unital) C∗-algebra, a (Hausdorff)24

topological group G and a strongly continuous (that is, continuous in the point-norm topology)

action G
α↷ A, i.e. a representation G ∋ g 7→ αg ∈ Aut(A) of G via ∗-automorphisms of26

A s.t. for each fixed a ∈ A, the mapping g 7→ αg(a) is norm-continuous. Sometimes, for
a ∈ A and g ∈ G, we will also write g(a) in place of αg(a), in order not to overload the28

notation. Also, if there is no matter of confusion, we will omit to indicate the symbol α
where possible. For instance, the fixed point C∗-subalgebra made of all the G-stable elements30

will be simply denoted by AG := {a ∈ A : g(a) = a, g ∈ G}. Apparently, C1A ⊆ AG. If
AG = C1A, the C∗-system (A, G, α), or the action α, is said to be ergodic. If A is abelian,32

even non-unital, by Gel’fand-Neumark theorem A ∼= Co(ΩA) where ΩA := Hom(A,C) is a
locally compact, Hausdorff space when endowed with the topology of pointwise convergence,34

so that Aut(A) = Aut(Co(ΩA)) = {ϕ∗ : ϕ ∈ Homeo(ΩA)} (ϕ∗(f) := f ◦ ϕ−1 for f ∈ Co(ΩA) is the
pushforward of ϕ). It follows that, when A is abelian, there exists a 1-1 correspondence between36

C∗-systems (A, G, α) and classical dynamical system (ΩA, G
op, α∗).

Let (A, G, α) be a C∗-system. The pullback of the strongly continuous action G
α↷ A is a38

weakly-∗ continuous action G
α∗

↷ S(A), and SG(A) := Fix(α∗) = {φ ∈ S(A) : φ◦αg = φ, g ∈ G}
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is the convex space of the G-invariant states. Since we always deal with unital C∗-algebras,
SG(A) is also weakly-∗ compact. Its extremal boundary 2

EG(A) := Ext(SG(A)) = {φ ∈ SG(A) : φ = tφ1+(1−t)φ2, t ∈ (0, 1), φi ∈ SG(A)⇒ φ1 = φ2 = φ}

consists of the so-called G-ergodic (or simply, ergodic) states. We will see soon that the 4

choice of this term is linked to the relative “purity
”

(viz “integral indecomposability
”
) of

elements in EG(A) among all the G-invariant ones. By Krejn-Mil’man theorem, EG(A) ̸= ∅ and 6

SG(A) = cow
∗

(EG(A)), the weak-∗ closure of the convex hull of EG(A). For each φ ∈ SG(A),
there exists a GNS covariant representation (Hφ, πφ, Uφ, ξφ) of A, i.e. the triple (πφ,Hφ, ξφ) is 8

the unique (up to unitary equivalence) GNS representation associated to φ and Uφ : G→ U(Hφ)
is a strongly continuous unitary representation of G on Hφ satisfying 10

πφ(αg(a)) = adUφ(g)(πφ(a)) = Uφ(g)πφ(a)Uφ(g)∗, g ∈ G, a ∈ A
12

Uφ(g)ξφ = ξφ, g ∈ G
Let HG

φ := {ξ ∈ Hφ : Uφ(g)ξ = ξ, g ∈ G} and Pφ : Hφ ↠ HG
φ the associated orthogonal 14

projection. Notice that the inner action G
adUφ↷ B(Hφ) is pointwise σ-weakly (equivalently,

pointwise weakly or pointwise strongly) continuous, therefore not only the C∗-algebra πφ(A), 16

but also the generated GNS von Neumann algebra πφ(A)′′ is left invariant by adUφ . Let Rep(A)
be the family of (unitary equivalence classes of) non-degenerate representations of A on some 18

Hilbert space. Similarly, let URep(G) be the family of (unitary equivalence classes of) strongly
continuous unitary representations of G on Hilbert spaces. The previous discussion says that 20

φ ∈ SG(A) induces (πφ, Uφ) ∈ Cov(A, G, α), where

Cov(A, G, α) := {(π, Uπ) : π ∈ Rep(A), Uπ ∈ URep(G), π ◦ αg = adU(g), g ∈ G} . 22

From now on, let us suppose G compact. Then, there exists a unital, faithful, G-invariant
expectation EG : A ↠ AG onto the fixed point subalgebra AG given by the Bochner integral 24

EG(a) :=

ˆ

G

αg(a)dg, a ∈ A (II.2)

where dg denotes the probability Haar measure on G (that is, the unique inner-outer regular, 26

Borel probability measure on G which is invariant under G-translations). It is clear that if
(A, G, α) and (B, H, β) are two C∗-systems and π ∈ Hom(A,B) is equivariant (i.e. π◦α = β◦π), 28

then faithfulness of π on A and on AG are equivalent, in which case π ◦ EG is a faithful c.p.u.
map (for a reference, see Section 4.5 in [88], p. 133). In view of the above discussion, the 30

C∗-algebra A inherits three pre-Hilbert module structures over its fixed point subalgebra AG: the

first of ∗-bimodule given by ⟨a1, a2⟩EG
:=

ˆ

G

αg(a1)αg(a2)dg, the second of left module given by 32

⟨a1, a2⟩l :=

ˆ

G

αg(a1)αg(a2)
∗dg, the last of right module given by ⟨a1, a2⟩r :=

ˆ

G

αg(a1)
∗αg(a2)dg.

Coming back to G-invariant states, now we can write SG(A) = Et
G

(
S(AG)

)
and the mappings 34

SG(A)→ S(AG)

φ 7→ φ|AG

f ◦ EG 7→f

are affine, weakly-∗ bicontinuous homeomorphisms, one the inverse of the other. The ergodicity 36

of the action α is then equivalent to requiring that the C∗-system (A, G, α) is uniquely ergodic (i.e.
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SG(A) is a singleton, consisting of a unique G-invariant, faithful state ωα s.t. EG(a) = ωα(a)1A,
a ∈ A), see [30] and the references cited therein. Thanks to the faithfulness of EG, one2

straightforwardly sees that SG(A) is point separating for A, and by an easy application of
Krejn-Mil’man theorem the same holds for EG(A).4

Moreover, given any state φ ∈ S(A), we can always express the GNS representations of its
restriction φ|AG ∈ S(AG) and of its EG-pullback Et

G(φ) ∈ SG(A) in terms of the one associated6

to φ itself.

Proposition II.4.18

Let (A, G, α) be a C∗-system and φ ∈ S(A). Then,

(1) (Hφ|
AG
, πφ|

AG
, ξφ|

AG
) = (Kφ, rKφ ◦ πφ|AG , ξφ), where Kφ := πφ(AG)ξφ ⊆ Hφ10

(2) (HEt
Gφ
, πEt

Gφ
, ξEt

Gφ
) = (L, rL ◦ Π, V ξφ) where (H,Π, V ) is the minimal Stinespring dilation

of the c.p.u. map rKφ ◦ πφ ◦ EG : A→ B(Kφ) and L := Π(A)V ξφ ⊆ H, i.e.12 
Π: A→ B(H) unital representation

V ∈ B(Kφ,H) isometry

πφ(EG(·))|Kφ = PKφΠ(·)|Kφ

Π(A)V (Kφ) = H

Kφ Kφ

H H

⟲

(πφ◦EG)(a)

V

Π(a)

PKφ
(a ∈ A)

Moreover, there exists a (strongly continuous) unitary representation U : G→ U(L) s.t.14 ®
UgV ξφ = V ξφ, g ∈ G
(Π ◦ αg)(·)|L = UgΠ(·)U∗g , g ∈ G

L L

L L
⟲

(Π◦αg)(a)

U∗
g

Π(a)

Ug (a ∈ A, g ∈ G)

As a special case, if φ ∈ SG(A), then16

(i) Kφ = HG
φ

(ii) (H,Π, V ) = (Hφ, πφ, ιHG
φ

), with V ∗ = Pφ : Hφ ↠ HG
φ18

(iii) L = Hφ

Proof.20

(1) The proof is straightforward since, on AG, φ(·) = ⟨(rKφ ◦ πφ)(·)ξφ, ξφ⟩ and
rKφ ◦ πφ|AG : AG → B(Kφ) is a cyclic representation of AG with cyclic vector ξφ ∈ Kφ.22

(2) Again, the proof is easy since, on A, (Et
Gφ)(·) = ⟨πφ(EG(·))ξφ, ξφ⟩ = ⟨Π(·)V ξφ, V ξφ⟩ and

rL ◦ Π: A → B(L) is a cyclic representation of A with cyclic vector V ξφ ∈ L. Moreover,24

Et
Gφ ∈ SG(A) whence there exists a unitary representation U of G on L satisfying the covari-

ance property.26

Now, suppose that φ ∈ SG(A).
(i) EG : A ↠ AG passes to the quotient modulo the left kernel nφ of φ, yielding a contractive,28

idempotent (hence, positive) surjective map of pre-Hilbert spaces ›EG : A/nφ ↠ AG/(nφ ∩ AG).
Observe that for every a ∈ A30 ›EG[a]φ =

ˆ
G

αg(a)dg


φ

=

ˆ

G

Uφ(g)[a]φdg = Pφ[a]φ
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thus the unique bounded extension of ›EG to Hφ coincides with the orthogonal projection

Pφ : Hφ ↠ HG
φ . Furthermore, since ξφ ∈ HG

φ , πφ(AG)ξφ ⊆ HG
φ whence Kφ = πφ(AG)ξφ ⊆ HG

φ . 2

For the converse inclusion, let ξ ∈ HG
φ i.e. Pφξ =

ˆ

G

Uφ(g)ξdg = ξ. By cyclicity of the

vector ξφ ∈ Hφ for πφ, there exists a sequence (an)n∈N ⊂ A s.t. lim
n→+∞

πφ(an)ξφ = ξ. In 4

particular {πφ(an)ξφ}n∈N is bounded in Hφ by a constant M > 0, therefore the sequence
φn : g 7→ Uφ(g)πφ(an)ξφ is uniformly bounded: 6

∥φn(g)∥Hφ = ∥πφ(an)ξφ∥Hφ ≤M .

By Lebesgue Dominated Convergence Theorem, covariance and continuity of πφ, 8

ξ = lim
n→+∞

ˆ

G

Uφ(g)πφ(an)ξφdg = lim
n→+∞

ˆ

G

πφ(αg(an))ξφdg = lim
n→+∞

Ñˆ
G

πφ(αg(an))dg

é
ξφ =

= lim
n→+∞

πφ

Ñˆ
G

αg(an)dg

é
ξφ = lim

n→+∞
πφ(EG(an))ξφ 10

whence ξ ∈ πφ(AG)ξφ, and Kφ = HG
φ .

(ii) (Hφ, πφ, ιHG
φ

) is a Stinespring dilation for the c.p.u. map rHG
φ
◦πφ◦EG. Since πφ(A)HG

φ = Hφ, 12

it is also the minimal one, up to unitary equivalence. In particular, V ∗ = ι∗HG
φ

= Pφ.

(iii) By (ii), we immediately have L = Hφ. 14

Remark II.4.2
If φ ∈ SG(A), then 16

� πφ(EG(·)) = Pφπφ(·) as operators acting on HG
φ

� the GNS representations of φ and φ|AG are related by the inequality 18

∥πφ|
AG

(EG(·))∥B(HG
φ ) ≤ ∥πφ(·)∥B(Hφ) .

We recall now a construction which will be useful in the sequel (for a reference, see p. 139 in [86]). 20

Any representation (π,Hπ) of A induces a covariant representation (πG, λπG) ∈ Cov(A, G, α) as
follows. Let HπG := L2(G, dg;Hπ) ∼= Hπ ⊗ L2(G, dg) and for every ξ ∈ HπG and a ∈ A define 22

πG(a)(ξ) : G→ HπG

g 7→ π(αg−1(a))(ξg) (II.3) 24

It is easy to see that, if λπG := IHπ ⊗ λG is the ampliation of the left regular representation λG
on HπG , then 26

λπG(g)πG(a)λπG(g−1) = πG(αg(a)) a ∈ A, g ∈ G .
Therefore, (πG,HπG , λπG) becomes a covariant representation. Notice that, if π is faithful, then 28

⟨πG(A), λπG(G)⟩
B(H

πG )
does not depend on the chosen faithful representation π of A and provides

the definition of the reduced crossed product A⋊α,rG (see Definition 4.1.4 and Proposition 4.1.5 30

in p. 118: there, Brown and Ozawa treat the discrete case only, but the proof can be adapted
to the compact one as well). The folium of πG is defined as 32

F(πG) :=

η : a 7→
∑
u∈N

ˆ

G

⟨u(g), (AπG(a)u)(g)⟩Hπdg


A∈B1(HπG )

positive,unit trace
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where N is any orthonormal basis on HπG . If πG is faithful, F(πG)
w∗

= A∗ (topological dual of

A) and F(πG)+
w∗

= A∗+ (positive cone in the topological dual A∗).2

Let Ĝ be the family of (unitary equivalence classes of) strongly continuous, unitary represen-
tations of G on some Hilbert space, which are irreducible: for each of them, the only proper,4

stable, closed subspace is the trivial one. By the Schur lemma, we can write

Ĝ = {σ ∈ URep(G) : σ(G)′ = CIHσ} = {σ ∈ URep(G) : σ(G)′′ = B(Hσ)} =6

= {σ ∈ URep(G) : every ξ ∈ Hσ \ {0} cyclic for σ} .

For every σ ∈ URep(G), let dσ := dimCHσ ∈ N ∪ {∞}. This is a good definition, being8

independent on the particular choice of representative of the unitary equivalence class. Also, for
every σ ∈ URep(G) and ξ, η ∈ Hσ, let ωσ,ξ,η := ⟨ξ, · η⟩ ∈ B(Hσ)∗. Then, the classical Peter-Weyl10

theorem guarantees that

� Ĝ ⊂ {σ ∈ URep(G) : dσ <∞}12

� if σ ∈ URep(G), then σ is the direct sum of elements in Ĝ. In particular, for each pair

σ, τ ∈ Ĝ, there exists a finite set Fσ,τ ⊂ Ĝ s.t. σ ⊗ τ =
⊕
ρ∈Fσ,τ

Γρσ,τ ρ for some structure14

constants Γρσ,τ ̸= 0, ρ ∈ Fσ,τ . Observe that they must satisfy
∑
ρ∈Fσ,τ

Γρσ,τdρ = dσdτ .

� the left regular representation λG : G→ U(L2(G, dg)) is unitarily equivalent to
⊕
σ∈“G dσσ16

� {ωσ,ξ,η ◦ σ : σ ∈ Ĝ, ξ, η ∈ Hσ} separates the points of G, and hence by Stone-Weierstrass
theorem18

C(G) = [ωσ,ξ,η ◦ σ : σ ∈ Ĝ, ξ, η ∈ Hσ] .

For σ ∈ Ĝ, by identifyingHσ with Cdσ and defining σ(·)ij := ωσ,ei,ej ◦σ, with {ei}dσi=1 ⊆ Cdσ
20

an orthonormal basis, C(G) = [σ(·)ij : σ ∈ Ĝ, i, j = 1, . . . , dσ]

For σ ∈ Ĝ, let χσ(·) :=
tr(σ(·))
dσ

=
1

dσ

dσ∑
i=1

σ(·)ii be the (normalized) character of σ (once more,22

the definition does not depend on the choice of the class representative). For each σ ∈ Ĝ, we
thus define the Bochner integrals24

Eσ(a) :=

ˆ

G

χσ(g)αg(a)dg, a ∈ A . (II.4)

26

Eσ,ij(a) :=

ˆ

G

σ(g)jiαg(a)dg, a ∈ A, i, j = 1, . . . , dσ . (II.5)

Then, Eσ is a contractive projection from A onto the closed operator space Aσ := {a ∈28

A : Eσ(a) = a}. It is worth noticing that Eσ (and, consequently, Aσ) does not depend on the
choice of the class representative, whereas Eσ,ij (i, j = 1, . . . , dσ) does. Nonetheless, it always30

results that Eσ,ij(A) ⊂ Aσ for every i, j = 1, . . . , dρ (see Section 2 in [63], p. 278-279). In
particular, if ι = e“G is the trivial representation, Eι = EG and Aι = AG, so that if ω ∈ S(A) is32

the unique G-invariant state of an ergodic C∗-system (A, G, α) we can write Eι(a) = ω(a)1A

(a ∈ A). Furthermore, Ao := ∔
σ∈“GAσ is uniformly dense in A (see Lemma 2.4 in [63], p. 279).34
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We will call Ao the algebraic layer of the C∗-system (A, G, α), a G-stable pre-C∗-subalgebra of
A. 2

When the compact group G is abelian, Ĝ = Hom(G,T) is a discrete abelian group, and Ao

admits a very well-behaved structure, as the following proposition will show. Firstly, let A 4

be a unital C∗-algebra and G a compact abelian group acting by translation on the (possibly,

non-abelian) C∗-algebra C(G,A) via G
α↷ C(G,A). Then, we have an isometric ∗-isomorphism 6

of pre-C∗-algebras, given by the abstract Fourier transform:

F : (Cc(Ĝ,A, τ), ∥ · ∥f)→ (C(G,A)o, ∥ · ∥∞)

a⊗ uσ 7→ [g 7→ σ(g)a]
8

where Cc(Ĝ,A, τ) is the convolution algebra of the C∗-system (Ĝ,A, τ) where Ĝ acts trivially

on A via Ĝ
τ↷ A: it is a pre-C∗-algebra w.r.t. the full crossed product norm ∥ · ∥f and its 10

completion gives A⋊τ,f Ĝ ∼= A⊗min C
∗(Ĝ). Precisely, for every σ ∈ Ĝ,

F({a⊗ uσ}a∈A) = {g 7→ σ(g)a}a∈A = {f ∈ C(G,A) : αg(f) = σ(g)f} = C(G,A)σ 12

and F extends to an isometric ∗-isomorphism of C∗-algebras: A⊗min C
∗(Ĝ) ∼= C(G,A). Notice

also that {g 7→ σ(g)a}a∈A = A[σ], the cyclic A-module generated by σ. 14

Proposition II.4.3
Let G be a compact abelian group and A a unital C∗-algebra. The following data are equivalent: 16

(i) an action G
α↷ A: α ∈ Hom(G,Aut(A)) s.t. g 7→ αg(a) is norm-continuous for each a ∈ A

(ii) a coaction C∗(Ĝ)
δ↷ A: δ ∈ Hom(A, C(G,A)) injective s.t. 18

� [δ(A)] = C(G,A) (non-degeneracy)

� the following diagram commutes: 20

A C(G,A)

C(G,A) C(G×G,A)

δ

δ δ⊗idG

idA⊗δG

δG : C(G)→ C(G×G)

f 7→ [(σ, τ) 7→ f(στ)]

(iii) a topological Ĝ-grading on A: there exists a family {Aσ}σ∈“G of linearly independent, 22

Banach subspaces of A such that

(iii-a) A =
⊕
σ∈“GAσ 24

(iii-b) AσAτ ⊆ Aστ , σ, τ ∈ Ĝ

(iii-c) A∗σ = Aσ, σ ∈ Ĝ 26

(iii-d) there exists E ∈ B(A) s.t.

®
E(a) = a, a ∈ Aι

E(a) = 0, a ∈ Aσ, σ ̸= ι

Proof. 28

The equivalence (i)⇔(ii) is exposed in Example A.23 of [89] (p.127). For the convenience of the
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reader, let us sketch the proof.
(i)⇒(ii): Suppose that G acts on A via α. Then,2

δα : A ↪→ C(G,A)

a 7→ [g 7→ αg(a)]

is a non-degenerate (i.e. δα(A) is dense in C(G,A)) ∗-homomorphism making the diagram4

A C(G,A)

C(G,A) C(G×G,A)

δα

δα δα⊗idG

idA⊗δG

commute: for every a ∈ A, ((δα ⊗ idG) ◦ δα)(a) = ((idA ⊗ δG) ◦ δα)(a) : (g, h) 7→ αgh(a).6

(ii)⇒(i): Suppose that Ĝ coacts on A via δ. Then,

αδ : G→ Aut(A)

g 7→ [a 7→ δ(a)(g)]
8

defines a strongly continuous action of G on A.

(i)⇒(iii): Suppose that G acts on A via α. For every σ ∈ Ĝ, define the σ-spectral subspace10

Aσ := {a ∈ A : αg(a) = σ(g)a, g ∈ G}

Then, one straightforwardly checks that {Aσ}σ∈“G is a family of linearly independent, norm-closed12

subspaces of A. Moreover, 
AσAτ ⊆ Aστ , σ, τ ∈ Ĝ
A∗σ = Aσ, σ ∈ Ĝ
Ao := ∔

σ∈“GAσ dense in A
14

Lastly, E := EG ∈ B(A) in Equation II.2 satisfies E(a) = a for a ∈ Aι = AG and E(a) = 0 for
a ∈ Aσ, σ ̸= ι.16

(iii)⇒(i) is established in Theorem 3 of [68] (p. 129). In particular, there is a strongly continuous

action G
α↷ A such that αg(a) = σ(g)a for every a ∈ Aσ, σ ∈ Ĝ, and E =

ˆ

G

αg(·)dg = EG ∈18

B(A).

Remark II.4.420

The points (iii-a), (iii-b) and (iii-c) in Proposition II.4.3 gives the definition of Ĝ-grading. Its
topological feature is encoded in point (iii-d), and a map E ∈ B(A) satisfying (iii-d) is the22

unique one that does so, and it is automatically an expectation of A onto Aι (see Theorem
3.3 in [26], p. 50). We also remark that the definition of Aσ in the proof of Proposition II.4.324

matches the one previously given in the general (possibly, non-abelian) setting. In particular,

we still have a family of contractive projections Eσ =

ˆ

G

σ(g)αg(·)dg for every σ ∈ Ĝ.26

Remark II.4.5
Suppose that G is monothetic, namely it admits a dense cyclic subgroup. Let GG := {g ∈28

G : ⟨g⟩ ≤ G dense} the family of generators of G. Then, it is easy to show that if g ∈ GG,
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� αnj
g

j↑+∞−−−→ idA pointwise in norm, for a suitable subsequence {nj}j∈N ⊂ N

� Sαg(A) = SG(A) 2

Examples of compact monothetic groups are, of course, cyclic ones, as well as Tn (n ≥ 1) and

the Bohr compactification of Z. More generally, G is monothetic iff Ĝ is continuously embedded 4

into the discrete torus Td (see Theorem I in [45], p. 255).

Remark II.4.6 6

Equivalence of (i) and (ii) in Proposition II.4.3 has been established in the far more general
setting of (possibly, non-abelian) locally compact groups, for which there is a 1-1 correspondence 8

between G-actions and ÷C∗r (G)-coactions, with ÷C∗r (G) being the dual C∗-quantum group of the

reduced group algebra of G (see [5], where Baaj-Skandalis duality yields ÷C∗r (G) ∼= C0(G)). It is 10

also worth noticing that every Ĝ-grading on A gives rise to a Fell bundle over Ĝ. A Fell (or
C∗-algebraic) bundle over any topological group G is a quadruplet B := ⟨X, π, ·,∗ ⟩ s.t. 12

� X Hausdorff space (bundle space)

� π : X ↠ G τX-continuous and open (bundle projection, with fibers Xσ := π−1(σ) and 14

sections f : G → X i.e. f(σ) ∈ Xσ, σ ∈ G)

� (Xσ, ∥ · ∥σ) Banach space, σ ∈ G 16

� Xσ ∋ a 7→ ∥a∥σ ∈ [0,+∞) τX-continuous, σ ∈ G

� +σ : Xσ → Xσ τX-continuous, σ ∈ G (continuity of addition) 18

� λσ : Xσ → Xσ τX-continuous, σ ∈ G, λ ∈ C (continuity of product-by-scalar)

�

{
∥aλ∥σλ

λ−→ 0 in R
π(aλ)

λ−→ σ in τG
implies aλ

λ−→ 0σ in τX 20

� · : X ×X → X associative, τX-continuous and s.t. π(a · b) = π(a)π(b) (a, b ∈ X);
·|Xσ×Xτ : Xσ ×Xτ → Xστ bilinear, ∥a · b∥στ ≤ ∥a∥σ∥b∥τ (a ∈ Xσ, b ∈ Xτ ) 22

�
∗ : X → X involutive, isometric, τX-continuous, · -reversing and s.t. π(a∗) = π(a) (a ∈ X);
∗|Xσ : Xσ → Xσ−1 antilinear 24

� ∥a∗a∥ = ∥a∥2 for every a ∈ X

� a∗a ≥ 0 in X0 for every a ∈ X 26

In particular, X0 is a C∗-algebra (for a reference, see Definitions 13.4 in [91] at p. 127 and 16.2

at p. 871 in [92]). In our case, G = Ĝ and X =
∐
σ∈“GAσ. Moreover, the algebraic layer Ao can 28

be viewed as the algebra of finitely supported sections

Cc(B) :=

f : Ĝ→
∐
σ∈“GAσ : f section, |{f(σ) ̸= 0}| <∞

 , 30

an involutive algebra if endowed with the convolution product

(f ∗ g)(σ) :=
∑
τ∈“G f(τ)g(τ−1σ), σ ∈ Ĝ, f, g ∈ Cc(B) 32

and the involution (f ∗)(σ) := f(σ−1)∗, σ ∈ Ĝ, f ∈ Cc(B).
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Remark II.4.7
Consider the subset of Ĝ speco(α) :=

¶
σ ∈ Ĝ : Aσ ̸= {0}

©
. Then, Ao = A if and only if2

speco(α) is finite. Moreover, speco(α) contains ι and is symmetric in Ĝ (stable under inverse

operation), though it is not true in general that it is a subgroup of Ĝ. Thus, spec(α) is4

defined as the subgroup of Ĝ generated by speco(α). When α is ergodic, taking verbatim the
proof of Proposition 2.2 of [28] (p. 312), Aσ with σ ∈ speco(α) is always a one-dimensional6

subspace made of all scalar multiples of a single unitary. As a consequence, in such a case
speco(α) = spec(α) is a subgroup of Ĝ. For the convenience of the reader, we report the proof8

here below.

Proof.10

Let σ ∈ speco(α). Consider two non-zero a, b ∈ Aσ. Since a∗a, b∗b ∈ AG = C1 and they both
are positive, we have a∗a = aa∗ = ∥a∥21 and b∗b = bb∗ = ∥b∥21. Up to normalization, we can12

thus suppose a, b unitary. It follows that a∗b ∈ AG = C1 is unitary, so that a∗b = eiα(a
∗b)1

i.e. b = eiα(a
∗b)a. Hence, Aσ = Ca. All things considered, if σ, τ ∈ speco(α), there exists14

uσ, uτ ∈ U(A) s.t. Aσ = Cuσ and Aτ = Cuτ . In particular, Aσ−1 = Cu∗σ and Aστ = Cuσuτ . We
conclude that σ−1, στ ∈ speco(α) and spec(α) = speco(α).16

We conclude this section by observing that, exploiting the pre-Hilbert ∗-bimodule structure of

(A, ⟨·, ·⟩EG
) over its fixed point subalgebra AG where ⟨a1, a2⟩EG

=

ˆ

G

αg(a1)αg(a2)dg, a1, a2 ∈ A,18

we easily see that the spectral subspaces {Aσ}σ∈“G are pairwise orthogonal w.r.t. both the

sesquilinear AG-valued maps ⟨·, ·⟩l and ⟨·, ·⟩r. The direct sum decomposition of the algebraic20

layer Ao can then be thought of as an orthogonal decomposition, in both the left and right
pre-Hilbert AG-module structure of A.22

II.5. On the automatic continuity of representations

We now establish a result which will play a crucial role in the sequel. It concerns the automatic24

boundedness of all representations of the algebraic layer Ao of a C∗-system (A, G, α), with G
compact and abelian.26

We start by showing that every bounded ∗-algebra A admits an enveloping C∗-algebra C∗(A)
(for a reference, see Proposition 1.3 in [62], p. 2707).28

Lemma II.5.1
Let A be a bounded ∗-algebra. Then,30

sup
Rep(A)

∥π(a)∥ <∞, a ∈ A.

In particular, ∥ · ∥u,o := sup
Rep(A)

∥π(·)∥ is a well-defined C∗-seminorm on A and N := {a ∈32

A : ∥a∥u,o = 0} is a two-sided ∗-ideal of A, thus yielding a C∗-norm on A/N defined by
∥a+N∥u := ∥a∥u,o, a ∈ A.34

Proof.
By contradiction, if there exists a ∈ A such that sup

Rep(A)

∥π(a)∥ = +∞, there must exist a36

net {πi}i∈I ⊂ Rep(A) s.t. lim
i
∥πi(a)∥ = +∞. Consider the representation π := ∔

i∈I
πi on the

algebraic direct sum Ho := ∔
i∈I
Hi. By construction, π(a) ∈ L(Ho) is an unbounded operator: a38

contradiction, since A is a bounded ∗-algebra. The rest of the assertion is routinary.
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If A is a bounded ∗-algebra, let C∗(A) := A/N
u

be the enveloping C∗-algebra of A.
From now on, we will deal with C∗-systems (A, G, α) where G is compact and abelian. In 2

this setting, φ ∈ SG(A) iff φ|Aσ ≡ 0 for every σ ∈ Ĝ, σ ̸= ι, so that we have affine weakly-∗

bicontinuous homeomorphisms 4

SG(A)→ SG (Ao) → S(AG)

φ 7→ φ|Ao 7→ φ|AG 6

Et
G(f) 7→Et

G(f)|Ao 7→f .

In particular, the previous homeomorphisms induce a bijective correspondence among EG(A), 8

EG(Ao) and P(AG), where

P(AG) := {f ∈ S(AG) : f = tf1 + (1− t)f2, t ∈ (0, 1), fi ∈ S(AG)⇒ f1 = f2 = f} 10

is the family of pure states of AG.
At this stage, if we forget the topology inherited from A, the algebraic layer Ao is merely a 12

unital ∗-algebra containing AG. The following result shows that Ao is bounded, hence admitting
an enveloping C∗-algebra C∗(Ao), by the previous lemma. 14

Proposition II.5.2
Let (A, G, α) be a C∗-system, where G is compact and abelian. Then, the algebraic layer 16

Ao = ∔
σ∈“GAσ is a bounded ∗-algebra.

Proof. 18

Let a :=
∑
σ∈“G aσ ∈ Ao, where aσ ∈ Aσ is zero for all but finitely many σ ∈ Ĝ. We need to find

Ca > 0 (only depending on a) such that Ca1A − a∗a ∈
∑

A2
o. Let S := {σ ∈ Ĝ : aσ ̸= 0} be 20

the support of a and fix a total ordering on it. If Z|S|2 := {x = (x1, . . . , x|S|) : xk ∈ {0, 1}}

a∗a =
∑
σ,σ′∈S

a∗σaσ′ ≤Ao

∑
x∈Z|S|

2

(∑
σ∈S

(−1)xσaσ

)∗(∑
σ′∈S

(−1)xσ′aσ′

)
= 22

=
∑
σ,σ′∈S

∑
x∈Z|S|

2

(−1)xσ+xσ′a∗σaσ′ =
∑
σ,σ′∈S

(|{xσ = xσ′}| − |{xσ ̸= xσ′}|) a∗σaσ′ =

= 2|S|
∑
σ∈S

a∗σaσ +
∑
σ ̸=σ′

(2|S|−1 − 2|S|−1)a∗σaσ′ = 2|S|
∑
σ∈S

a∗σaσ = 2|S|EG(a∗a) . 24

Now, EG(a∗a) ∈ AG hence there exists
»
∥EG(a∗a)∥A − EG(a∗a) ∈ C∗(EG(a∗a)) ⊂ AG ⊂ Ao.

It follows that a∗a ≤Ao 2|S|EG(a∗a) ≤Ao 2|S|∥EG(a∗a)∥1A. 26

Thanks to the faithfulness of EG, we are now ready to show that C∗(Ao) is naturally isomorphic
to A, thus establishing a 1-1 correspondence between Rep(Ao) and Rep(A), as well as between 28

S(Ao) and S(A). Preliminarily, notice that Ao is ∗-semisimple, i.e. the two-sided ∗-ideal
N = {∥a∥u,o = 0} = {0}: it suffices to take the restriction to Ao of the universal GNS 30

representation πu of the C∗-algebra A, since πu(a) = 0 implies a = 0.

Proposition II.5.3 32

The C∗-norms ∥ · ∥u and ∥ · ∥A coincide on Ao, whence C∗(Ao) = A. In particular, there exist
1-1 correspondences 34

� between Rep(Ao) and Rep(A)
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� between S(Ao) and S(A)

Proof.2

Observe that ∥ · ∥u is compatible w.r.t. the action α i.e. α extends to an action α̃ on C∗(Ao).
Indeed, on Ao we have4

∥αg(·)∥u = sup
π∈Rep(Ao)

∥(π ◦ αg)(·)∥ = sup
π∈Rep(Ao)

∥π(·)∥ = ∥ · ∥u, g ∈ G .

Furthermore, the maps G ∋ g 7→ α̃g(a) ∈ C∗(Ao) are ∥ · ∥u-continuous for each a ∈ C∗(Ao).6

Indeed, for ε > 0, choose aε ∈ Ao such that ∥a − aε∥u ≤ ε, and note that, for some finite
n = na,ε,8

aε =
n∑
j=1

aj , aj’s homogeneous .

By applying a standard 2ε-argument, we get10

∥α̃g(a)− a∥u ≤∥α̃g(a− aε)∥u + ∥αg(aε)− aε∥u + ∥aε − a∥u

≤2ε+

∥∥∥∥ n∑
j=1

(
(∂aj)(g)− 1

)
aj

∥∥∥∥
u

12

where ∂aj is the degree of aj ∈ Ao, j = 1, . . . , n. Taking the limsup on both members, we obtain

lim sup
g→eG

∥α̃g(a)− a∥u ≤ 2ε ,14

and the result is reached as ε > 0 is arbitrary. In conclusion, (C∗(Ao), G, α̃) is a C∗-system. We
now prove that its fixed point subalgebra C∗(Ao)

G coincides exactly with AG. By uniqueness16

of the C∗-norm on AG, ∥ · ∥u = ∥ · ∥A on AG. On the one hand, the map Eα : (Ao, ∥ · ∥u) ↠
(AG, ∥ · ∥u = ∥ · ∥A) is contractive since ∥Eα(·)∥A ≤ ∥ · ∥A ≤ ∥ · ∥u therefore it uniquely18

extends to a contraction from C∗(Ao) onto AG. On the other hand, since the expectation
Eα̃ : C∗(Ao) ↠ C∗(Ao)

G is such that Eα̃|Ao = Eα, Eα̃ must be the unique bounded extension of20

Eα. It follows that C∗(Ao)
G = AG.

By faithfulness of Eα̃ on C∗(Ao), {φ ◦ Eα̃ : φ ∈ S(AG)} is point separating for C∗(Ao), and22

analogously for Eα on A, whence

∥ · ∥u = sup
φ∈S(AG)

∥πφ◦E‹α(·)∥ on C∗(Ao)24

∥ · ∥A = sup
φ∈S(AG)

∥πφ◦Eα(·)∥ on A26

In particular, ∥ · ∥u = ∥ · ∥A on Ao. By definition of ∥ · ∥u, it follows that for every π ∈ Rep(Ao)
we have28

∥π(·)∥ ≤ ∥ · ∥u = ∥ · ∥A

on Ao. In other words, every representation of Ao is contractive w.r.t. ∥ · ∥A, so that there exists30

a 1-1 correspondence between Rep(Ao) and Rep(A). In particular, the GNS representation of
Ao associated to some φ ∈ S(Ao) is contractive, or equivalently by Proposition II.3.2, φ is32

contractive. In other words, there exists a bijection between S(Ao) and S(A).
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II.6. Bicharacters on groups

In addition to two C∗-systems (A, G, α) and (B, H, β), the forthcoming construction of their 2

twisted tensor product will heavily need the presence of a bicharacter on their Pontryagin
duals Ĝ, “H. In general, given two locally compact (Hausdorff) groups G,H, a bicharacter is 4

a mapping u : G × H → T s.t. u(g, ·) ∈ Hom(H,T) for every g ∈ G and u(·, h) ∈ Hom(G,T)
for every h ∈ H (here, Hom stands for continuous group homomorphisms). Observe that 6

ul : g 7→ u(g, ·) is a homomorphism from G to Hom(H,T), and similarly ur : h 7→ u(·, h)
is a homomorphism from H to Hom(G,T). Following the notation in [52], we will write 8

B(G,H) := {u : G ×H → T : u bicharacter} and B(G) := B(G,G). The left and right radicals of
u ∈ B(G,H) are respectively defined as 10

Radl(u) := {g ∈ G : u(g, h) = 1 ∀h ∈ H} = ker(ul)
12

Radr(u) := {h ∈ H : u(g, h) = 1∀g ∈ G} = ker(ur)

Notice that they are closed, normal subgroups of G and H, respectively. In particular, u is 14

said to be non-degenerate if Radl(u) = (eG) and Radr(u) = (eH), degenerate otherwise. Every
degenerate u ∈ B(G,H) clearly induces a non-degenerate one. Indeed, if L ≤ Radl(u) and 16

R ≤ Radr(u) are closed and normal respectively in G and H, u passes to the quotients by L
and R, i.e. 18

uL,R : G/L×H/R→ T
(g L, hR) 7→ u(g, h)

is a well-defined element of B(G/L,H/R), where 20

Radl(uL,R) = Radl(u)/L, Radr(uL,R) = Radr(u)/R .

In particular, if L := Radl(u) and R := Radr(u), und := uL,R ∈ B(G/L,H/R) is non-degenerate. 22

Let G be a locally compact Hausdorff group. A bicharacter u ∈ B(G) is symmetric if 24

u(g, g′) = u(g′, g), g, g′ ∈ G .

Let S(G) := {u ∈ B(G) : u symmetric}. Similarly, u is said to be anti-symmetric (or skew- 26

symmetric) if
u(g, g′) = u(g′, g), g, g′ ∈ G . 28

Let A(G) := {u ∈ B(G) : u anti-symmetric}. Notice that if either u ∈ S(G) or u ∈ A(G), then
Radl(u) = Radr(u). In these two cases, we will simply call them radical of u, denoted by 30

Rad(u). To every u ∈ B(G), we can always associate

� a symmetric bicharacter uS ∈ S(G), defined by uS(g, g′) := u(g, g′)u(g′, g) (g, g′ ∈ G) 32

� an anti-symmetric bicharacter uA ∈ A(G), defined by uA(g, g′) := u(g, g′)u(g′, g) (g, g′ ∈ G)

� a quadratic form Qu : G → T (i.e. Qu(g) = Qu(g
−1), g ∈ G) given by Qu(g) := u(g, g), 34

g ∈ G

yielding a polarization identity Qu(gg
′)Qu(g)Q(g′) = uS(g, g′), g, g′ ∈ G, whence Qu ∈ 36

Hom(G,T) if and only if uS ≡ 1 (i.e. u ∈ A(G)). In such a case, im(Qu) ⊆ {±1} ∼= Z2

and the Qu-isotropy group 38

∆+ := ker(Qu) = Q−1u ({1}) = {g ∈ G : u(g, g) = 1}
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is a normal closed subgroup of G of index |G : ∆+| ≤ 2 and containing both Rad(u) and
{g2 : g ∈ G}. If |G : ∆+| = 1, i.e. u(g, g) = 1 for every g ∈ G, u is said to be alternating,2

otherwise |G : ∆+| = 2 and the unique non-trivial coset of ∆+ in G is

∆− := Q−1u ({−1}) = {g ∈ G : u(g, g) = −1}4

Since we are interested in the case G = Ĝ,H = “H, where G,H are compact abelian groups, we
now focus on bicharacters on discrete abelian groups (or equivalently, Z-modules). In such a6

case, B(Ĝ, “H) ∼= Hom(Ĝ,H) ∼= Hom(“H,G) ∼= Hom(Ĝ ⊗Z “H,T). Moreover, if G = H is finite
(hence isomorphic to a direct product of cyclic groups of prime power order, and in particular8

self-dual), the polarization identity above induces a surjection

{Q : Ĝ→ T : Q quadratic form}↠ S(Ĝ)

Q 7→ [(σ, τ) 7→ Q(στ)Q(σ)Q(τ)]
10

so that every symmetric bicharacter on Ĝ comes from some quadratic form. This mapping
is 1-1 when Ĝ has odd order, with inverse mapping given by S(Ĝ) ∋ u 7→ Qu. As concerns12

A(Ĝ), Scheunert classified them in Section 5 of [72], p. 715-716, in the case when Ĝ is a finitely
generated abelian group (here, anti-symmetric bicharacters are called commutation factors, as14

they are used to define commutation relations on a u-Lie algebra). We report here its result.
We use the convention that Z0 = Z/0Z = Z and gcd(0, n) = n for any n ≥ 0. Moreover, for16

every i = 1, . . . , t, let 1i := [1]ni
∈ Zni

.

Proposition II.6.1 (Scheunert, [72])18

Let Ĝ be finitely generated. If Ĝ ∼= Zn1 × · · · × Znt is a decomposition of Ĝ into cyclic groups,

then each u ∈ A(Ĝ) is uniquely determined by an Hermitian matrix20

U = (uij)
t
i,j=1 :=

(
u(1i, 1j)

)t
i,j=1
∈Mt(T)

satisfying22

(1) u
nij

ij = 1, nij := gcd(ni, nj)

(2) uii =

®
±1 if ni even

1 if ni odd
24

for every i, j = 1, . . . , t. Precisely,

u

(
t∑
i=1

σi,

t∑
j=1

τj

)
=

t∏
k=1

uσkτkkk

∏
1≤i<j≤t

u
σiτj−σjτi
ij (σi, τj ∈ Z)26

In particular,

� ∆+ is generated by a set S∆+ s.t. |S∆+| ≤ |Ĝ : ∆+| t (Schreier lemma)28

� |Ĝ : ∆+| = 1 (i.e. ∆+ = Ĝ, i.e. u is alternating) if and only if u is induced by some

γ ∈ B(Ĝ), i.e.30

u(σ, τ) = hγ(σ, τ) = γ(σ, τ)γ(τ, σ), σ, τ ∈ Ĝ

� |Ĝ : ∆+| = 2 (i.e. u is non-alternating) if and only if A := {i ∈ {1, . . . , t} : uii = −1} ≠ ∅.32

In such a case, ni is even for some i = 1, . . . , t and

∆+ = {(σ1, . . . , σt) : |{i ∈ A : σi odd}| is even}34

∆− = {(σ1, . . . , σt) : |{i ∈ A : σi odd}| is odd} .36



II.6. BICHARACTERS ON GROUPS 41

The following table shows the explicit form of B(Ĝ), A(Ĝ) and S(Ĝ) for notable compact abelian
groups G. In this table only, we will denote the finite cyclic groups as Z/nZ (n ≥ 2) in order 2

to distinguish them from the (additive) p-adic integers group Zp, p being a prime. It is the
profinite group arising from the inverse limit of the canonical surjections Z/pnZ ↠ Z/pn−1Z, 4

and its Pontryagin dual is the Prüfer p-group Z(p∞), isomorphic to the quotient Qp/Zp of

rational p-adics by integer ones. Similarly, Ẑ is the profinite completion of Z, the inverse limit 6

of the canonical surjections Z/mZ ↠ Z/nZ where n|m. Bohr(R) and Rd are respectively the
Bohr compactification and the discretization of R. They are in duality, as Bohr(Z) and Td. 8

Lastly, the additive group structure underlying the field Q can be viewed as the (discrete)
dual of the compact abelian group AQ/Q, where AQ is the adele ring of Q (or better said, 10

the underlying additive group). AQ/Q has also a description of direct limit of morphisms

ρnm : T ↪→ T, ρnm(z) := z(n
m−n), m ≥ n, z ∈ T (for a reference, see [94], p. 404). The last 12

column of the following table, concerning the decomposition of the group B(Ĝ), is mostly
attributable to Kleppner (see [52]). 14



G compact Ĝ discrete B(Ĝ) A(Ĝ) S(Ĝ) Decomposition of B(Ĝ)

(Z/nZ)N (Z/nZ)N
(x,y) 7→ ei

2π
n
xtMy

M ∈MN(Z/nZ)

M ∈MN(Z/nZ)

anti-symmetric

M ∈MN(Z/nZ)

symmetric

A(Ĝ)× S(Ĝ) if n odd

A(Ĝ)S(Ĝ) if n even

TN

∼= SO2(C)N ∼= (R/Z)N
ZN

(x,y) 7→ ei2πx
tMy

M ∈MN([0, 1))

M ∈MN([0, 1))

anti-symmetric

M ∈MN([0, 1))

symmetric

A(Ĝ)S(Ĝ)

Bohr(R) Rd

(x, y) 7→ ei2πx(r)y

r ∈ Bohr(R)

x(r)y = −y(r)x

x, y ∈ Rd, r ∈ Bohr(R)

x(r)y = y(r)x

x, y ∈ Rd, r ∈ Bohr(R)

A(Ĝ)× S(Ĝ)

Bohr(Z) Td

(x, y) 7→ ei2πx(z)y

z ∈ Bohr(Z)

x(z)y = −y(z)x

x, y ∈ Td, z ∈ Bohr(Z)

x(z)y = y(z)x

x, y ∈ Td, z ∈ Bohr(Z)

A(Ĝ)× S(Ĝ)

AQ/Q

∼= lim−→T
Q

(x, y) 7→ ei2πx(a)y

a ∈ AQ/Q

x(a)y = −y(a)x

x, y ∈ Q, a ∈ AQ/Q

x(a)y = y(a)x

x, y ∈ Q, a ∈ AQ/Q
A(Ĝ)× S(Ĝ)

Zp := lim←−Z/pnZ

∼= End(Z(p∞))

Z(p∞) := lim−→Z/pnZ

∼= Qp/Zp
1 1 1 A(Ĝ)× S(Ĝ)

Ẑ := lim←−Z/nZ

∼=
∏
p

Zp
Q/Z 1 1 1 A(Ĝ)× S(Ĝ)
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Remark II.6.2
If G and H are discrete (possibly, non-abelian) groups, then the derived/commutator subgroups 2

G(1) := [G,G] and H(1) := [H,H] are normal in G and H respectively, as well as evidently closed.
In addition, by commutativity of T, G(1) ≤ Radl(u) and H(1) ≤ Radr(u), so that u ∈ B(G,H) 4

descends to the abelianizations Gab := G/G(1) and Hab := H/H(1), which are still discrete
(since the quotient mapping πab is open). Let uab := uG(1),H(1) ∈ B(Gab,Hab). Notice that 6”Gab ∼= Hom(G,T) and Ĥab ∼= Hom(H,T) are compact abelian groups.

II.7. Algebraic twisted tensor products of graded C∗- 8

algebras

We are finally ready to construct the algebraic twisted tensor product of two graded C∗-algebras 10

A and B. For such a purpose, we start from C∗-systems (A, G, α) and (B, H, β), where G

and H are compact abelian groups, and a bicharacter u : Ĝ× “H → T. The reader is referred 12

to [57] and [70] for a more abstract/categorical (but less constructive) approach to twisted
tensor products, arising from (continuous, right) coactions of locally compact C∗-quantum 14

groups (in the sense of Woronowicz, see [81]). In both papers, the authors directly define new
C∗-algebras via representations on Hilbert spaces, without analyzing their algebraic properties 16

and/or their (invariant) state spaces further. In any case, they will correspond respectively to
the minimal and maximal C∗-completions of our algebraic twisted tensor product, as we will 18

see in Section II.17.
For C∗-systems (A, G, α) and (B, H, β), we first consider the algebraic layers Ao and Bo 20

generated by homogeneous elements, and given for A by

Ao =

ß∑
σ∈F

aσ : aσ homogeneous, F ⊂ Ĝ finite

™
, 22

and analogously for Bo ⊂ B. After fixing a bicharacter

Ĝ× “H ∋ (σ, τ) 7→ u(σ, τ) ∈ T , 24

we can construct the algebraic twisted tensor product Ao ⃝u Bo by equipping the linear space
Ao ⊙Bo with a ∗-operation and a compatible product in order to make it an involutive algebra. 26

We shall denote the involution with ∗, whereas the product with a simple juxtaposition, to
distinguish them from · and † on the usual (non-twisted) tensor product Ao ⊗Bo. This is done 28

directly on homogeneous elements a ∈ Aσ and b ∈ Bτ , with the convention that we sometimes
write u(a, b) := u(σ, τ). 30

Indeed, on generators a ∈ Ao and A ∈ Aσ, b ∈ Bτ and B ∈ Bo, we put

(a⊙ b)(A⊙B) := u(σ, τ)
(
(a⊙ b) · (A⊙B)

)
= u(σ, τ)aA⊙ bB . (II.6) 32

One straightforwardly checks that ((II.6)) is associative and bilinear. Concerning the involution,
for a ∈ Aσ, b ∈ Bτ , we put 34

(a⊙ b)∗ := u(σ, τ)(a⊙ b)† = u(σ, τ)a∗ ⊙ b∗ . (II.7)

The operation in ((II.7)) is evidently involutive and C-antilinear. 36

Proposition II.7.1
The linear space Ao⊙Bo, equipped with the involution (II.7) and product (II.6), is an involutive 38

algebra.
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Proof.
The only crucial point to check is that (II.7) and (II.6) are well defined. Indeed, we note that2

Ao ⊙Bo = ∔σ∈“G,τ∈“HAσ ⊙Bτ ,

Bo ⊙ Ao = ∔σ∈“G,τ∈“HBτ ⊙ Aσ .

On such homogeneous subspaces, define4

Φσ,τ (aσ ⊙ bτ ) := u(σ, τ)aσ ⊙ bτ , Ψσ,τ (bτ ⊙ aσ) := u(σ, τ)bτ ⊙ aσ .

The above maps are all manifestly well defined, and thus uniquely extend to linear maps6

Φ : Ao ⊙Bo → Ao ⊙Bo and Ψ : Bo ⊙ Ao → Bo ⊙ Ao, respectively.
Concerning the star operation, it is clear that ∗ = † ◦ Φ and, concerning the product maps M⃝u8

and M⊗,
M⃝u = M⊗ ◦

(
idAo ⊗Ψ⊗ idBo

)
.10

Therefore, (II.7) and (II.6) are well defined.

Definition II.7.212

We denote by Ao ⃝u Bo the linear space Ao ⊙Bo equipped with the ∗-operation (II.7) and the
product (II.6). We name it twisted tensor product of Ao and Bo associated to the bicharacter u.14

Here, the symbol “⃝u ” stands for “tensor product twisted by the bicharacter u”. Notice that, for
elements of Ao⃝u Bo of the form Ã := a⊙ 1A and ‹B := 1B⊙ b, a ∈ Aσ, b ∈ Bτ , we incidentally16

get the commutation rule
Ã‹B = u(σ, τ)‹BÃ ,18

which is well established for the Fermi tensor product (e.g. [49],[31],[19]), and the rotation
algebras (e.g. [85]). In particular, the (algebraic) Fermi product of two Z2-graded C∗-algebras20

A and B is defined as the involutive algebra A⃝F B where

(a⃝F b)∗ = (−1)∂a∂ba∗⃝u b∗, (A⃝F b)(a⃝F B) = (−1)∂a∂bAa⃝F bB (a,A ∈ A, b, B ∈ B, a, b hom.)22

having identified Z2 with {0, 1}.
Recall that for any non-empty subset X ⊆ Ĝ, the annihilator of X is defined as24

X⊥ := {g ∈ G : σ(g) = 1, σ ∈ X} .

Obviously, X⊥ = ⟨X⟩⊥ so that if we have an action G
α↷ A, speco(α)⊥ = spec(α)⊥ = ker(α).26

Consider the C∗-system
(
A, G̃, α̃

)
, where G̃ := G/spec(α)⊥ (with Pontryagin dual spec(α)) and

α̃ is the faithful quotient action of G̃ on A. It is a matter of straightforward computation to28

prove the following

Proposition II.7.330

Let (A, G, α) and (B, H, β) be C∗-systems, together with a bicharacter u. Then, the associated

twisted tensor product coincides with that associated to the quotient C∗-systems
(
A, G̃, α̃

)
,32 (

B, ‹H, β̃), and the bicharacter u|spec(α)×spec(β).

A dual result is connected to the structure of the involved bicharacter u. Indeed, consider the34

two subgroups L := Radl(u) ⊂ Ĝ and R := Radr(u) ⊂ “H. As seen in the previous section, the

bicharacter u passes to quotients Ĝ/L and “H/R, namely36

und(σl, τr) := u(σ, τ) , σ ∈ Ĝ, l ∈ L, τ ∈ “H, r ∈ R ,
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is a well-defined, non-degenerate bicharacter. Also, we recall that{
L̂ ∼= G/L⊥

L⊥ ∼= ‘̂
G/L

{
R̂ ∼= G/R⊥

R⊥ ∼= ’“H/R 2

If two C∗-systems as above are given, L⊥ acts on A via α|L⊥ whereas R⊥ acts on B via β|R⊥ . Let

AG and AL be the same C∗-algebra A, the former endowed with the Ĝ-grading induced by α, the 4

latter with the Ĝ/L-grading induced by α|L⊥ . Then, the Ĝ/L-grading “packs up” the original

Ĝ-grading by exploiting the cosets of L = Radl(u). Precisely, if C := {C ⊂ Ĝ : C coset of L}, 6

(AL)C =
⊕
σ∈C

(AG)σ, C ∈ C

so that the algebraic layer of AL is (AL)o = ∔
C∈C

(AL)C = ∔
C∈C

[⊕
σ∈C

(AG)σ

]
. If we ignore the 8

closure in A and define
(AL)C,o := ∔

σ∈C
(AG)σ , 10

(AL)oo := ∔
C∈C

(AL)C,o = ∔
C∈C

ï
∔
σ∈C

(AG)σ

ò
12

we immediately see that (AG)o and (AL)oo are isomorphic as C-linear spaces. In a similar way,

the “H/R-grading on B employs the cosets of R to rearrange the “H-grading. Furthermore, 14

Proposition II.7.4
The identity is a ∗-isomorphism of involutive algebras 16

id : (AG)o ⃝u (BH)o → (AL)oo ⃝und (BR)oo ⊆ (AL)o ⃝und (BR)o

Proof. 18

Let a,A ∈ (AG)o (with a homogeneous) and b, B ∈ (BH)o (with b homogeneous). Then,

(a⃝u b)∗ = u(a, b)a∗ ⃝u b∗ = und(aR, bS)a∗ ⃝und b∗ = (a⃝und b)∗ 20

(A⃝u b)(a⃝u B) = u(a, b)Aa⃝u bB = und(aR, bS)Aa⃝w bB = (A⃝und b)(a⃝und B) . 22

We shall come back to this construction afterwards, when C∗-completions of an algebraic
twisted tensor product will be available. For the moment, notice that Proposition II.7.3 and 24

Proposition II.7.4 can be combined to obtain a kind of “non-degenerate” twisted tensor product,
where both the annihilators of the two spectra and the radicals of the bicharacter are modded 26

out.

For future scopes, we also describe here two natural isomorphisms involving twisted tensor 28

products: the flip (i.e. the isomorphism realizing the swap of the marginal algebras), and the
factoring-out mappings. 30

Proposition II.7.5
The twisted tensor product Ao⃝u Bo is naturally ∗-isomorphic to Bo⃝v Ao, where the bicharacter 32

v : “H × Ĝ→ T is given by

v(b, a) := u(a, b) , a ∈ Ao , b ∈ Bo homogeneous . 34

The isomorphism is given on the homogeneous elements by

Aσ ⊙Bτ ∋ a⊙ b 7→ Φu(a⊙ b) := u(a, b)b⊙ a ∈ Aτ ⊙Bσ . 36
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Proof.
It is a matter of straightforward computation. For a,A ∈ Ao (with a homogeneous) and2

b, B ∈ Bo (with b homogeneous),

Φu((a⃝u b)∗) = u(a, b)Φu(a
∗ ⃝u b∗) = u(a, b)u(a∗, b∗)b∗ ⃝v a∗ = b∗ ⃝v a∗ =4

= v(b, a)(b⃝v a)∗ = (v(b, a)b⃝v a)∗ = (u(a, b)b⃝v a)∗ = Φu(a⃝u b)∗

6

Φu((A⃝u b)(a⃝u B)) = u(a, b)Φu(Aa⃝u bB) = u(a, b)u(Aa, bB)bB ⃝v Aa =

= u(A, b)u(a,B)u(A,B)bB ⃝v Aa = u(A, b)u(a,B)v(B,A)bB ⃝v Aa8

= u(A, b)u(a,B)(b⃝v A)(B ⃝v a) = Φu(A⃝u b)Φu(a⃝u B) .

Lastly, we discuss the factoring-out maps (II.1) in the case when there is an additional structure10

of involutive algebras and associated twists.
Let (Ai, Gi, αi), i = 1, 2, and (B, H, β) be three C∗-systems as above. We also fix two12

bicharacters ui : Ĝi × “H → T. We then define a new C∗-system (A, G, α), where A := A1 ⊕ A2,
G := G1 ×G2, and α := α1 ⊕ α2 defined by14

αg(a) := (α1)g1(a1)⊕ (α2)g2(a2) , a = a1 ⊕ a2, g = (g1, g2). (II.8)

For the bicharacter, we put16

u
(
(σ1, σ2), τ

)
:= u1(σ1, τ)u2(σ2, τ) , σi ∈ Ĝi, i = 1, 2, τ ∈ “H . (II.9)

An elementary checking shows that18 (
(A1)o ⃝u1 Bo

)
⊕
(
(A2)o ⃝u2 Bo

) ∼= ((A1 ⊕ A2)o ⃝u Bo

)
,

where the ∗-isomorphism is inherited by the right factoring-out map R in (II.1).20

We want to point out that this isomorphism relies on the structure of speco(α1 ⊕ α2) ⊂ÿ�G1 ×G2
∼= Ĝ1 × Ĝ2. Indeed,22

EG1×G2
σ1,σ2

(a1 ⊕ a2) =

¨

G1×G2

(σ1, σ2)(g1, g2)α(g1,g2)(a1 ⊕ a2)dg1dg2 =

=

¨

G1×G2

σ1(g1)σ2(g2)
(
(α1)g1(a1)⊕ (α2)g2(a2)

)
dg1dg2 =24

=

Å ¨
G1×G2

σ1(g1)σ2(g2)(α1)g1(a1)dg1dg2

ã
⊕
Å ¨
G1×G2

σ1(g1)σ2(g2)(α2)g2(a2)dg1dg2

ã
=

=

Åˆ
G1

σ1(g1)(α1)g1(a1)dg1

ˆ

G2

σ2(g2)dg2

ã
⊕
Åˆ
G1

σ1(g1)dg1

ˆ

G2

σ2(g2)(α2)g2(a2)dg2

ã
=26

=

Å
δσ2,eĜ2

ˆ

G1

σ1(g1)(α1)g1(a1)dg1

ã
⊕
Å
δσ1,eĜ1

ˆ

G2

σ2(g2)(α2)g2(a2)dg2

ã
=

=
(
δσ2,eĜ2

Eσ1(a1)
)
⊕
(
δσ1,eĜ1

Eσ2(a2)
)
,28

and this leads to speco(α) ⊂ Ĝ1 ∪ Ĝ2 ⊂ Ĝ1 × Ĝ2.
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For the convenience of the reader, we report the specular situation as well. Starting from C∗-
systems (A, G, α), (Bi, Hi, βi), i = 1, 2, and bicharacters ui : Ĝ×Ĥi → T, we put B := B1⊕B2, 2

H := H1 ×H2,

βh(b) := (β1)h1(b1)⊕ (β2)h2(b2) , bi ∈ Bi, hi ∈ Hi , (II.10) 4

u
(
σ, (τ1, τ2)

)
:= u1(σ, τ1)u2(σ, τ2) , σ ∈ Ĝ, τi ∈ Ĥi, i = 1, 2 . (II.11)

The left factoring-out map L realizes the ∗-isomorphism 6(
Ao ⃝u1 (B1)o

)
⊕
(
Ao ⃝u2 (B2)o

) ∼= (Ao ⃝u (B1 ⊕B2)o
)
.

In case two C∗-systems share the same group, there is a further construction involving the 8

diagonal action of that group. Let (Ai, G, αi), i = 1, 2, and (B, H, β) three C∗-systems. Fix

a bicharacter u : Ĝ× “H → T. We get a new C∗-system (A1 ⊕ A2, G, d
(α)) where the diagonal 10

action G
d(α)

↷ A is defined as

d(α)g (a) := (α1)g(a1)⊕ (α2)g(a2) , a = a1 ⊕ a2, g ∈ G . (II.12) 12

As before, we can straightforwardly verify that(
(A1)o ⃝u Bo

)
⊕
(
(A2)o ⃝u Bo

) ∼= ((A1 ⊕ A2)o ⃝u Bo

)
, 14

where the ∗-isomorphism is inherited by the right factoring-out map R in (II.1).
Similarly, the case of the left factoring-out map L is summarized as follows. We start with C∗- 16

systems (A, G, α), (Bi, H, βi), i = 1, 2, and a bicharacter u. The diagonal action H
d(β)↷ B1⊕B2

is then defined as 18

d
(β)
h (b) := (β1)h(b1)⊕ (β2)h(b2) , b = b1 ⊕ b2

whence we have 20(
Ao ⃝u (B1)o

)
⊕
(
Ao ⃝u (B2)o

) ∼= (Ao ⃝u (B1 ⊕B2)o
)
.

Remark II.7.6 22

From the very beginning, we could have started with two coactions C∗r (G)
δ↷ A and C∗r (H)

χ
↷ B

by discrete (possibly, non-amenable) groups G and H, instead of two actions of compact abelian 24

groups, but the costruction of the algebraic twisted tensor product would turn out to reduce
to our case. Indeed, as explained in Remark II.6.2, a bicharacter u ∈ B(G,H) descends to 26

uab ∈ B(Gab,Hab). Moreover, δ and χ induce coactions C∗(Gab)
δab↷ A and C∗(Hab)

χab↷ B, or

equivalently actions of the compact abelian groups ”Gab αδab

↷ A and Ĥab
βχab

↷ B (by Proposi- 28

tion II.4.3), where ”Gab ∼= Hom(G,T) and Ĥab ∼= Hom(H,T). Analogously to Proposition II.7.4,
one gets 30

(AG)o ⃝u (BH)o ∼= (AGab)oo ⃝uab (BHab)oo

where AG and AGab are the same C∗-algebra A graded respectively by G (where (AG)g := {a ∈ 32

A : δ(a) = a⊗ug} for each g ∈ G) and Gab (where (AGab)g := {a ∈ A : αδabσ (a) = σ(g)a, σ ∈ ”Gab}
for each g ∈ Gab), and similarly for BH and BHab . For a reference, see Section 6.2 in [57], 34

p. 32. As examples, if G = Sm H = Sn are the symmetric groups over m and n elements
respectively (m,n ≥ 2), then Gab ∼= Hab ∼= Z2 and u ∈ B(Sm,Sn) descends to either the trivial 36

or the Fermi bicharacter of Z2, i.e. either uab ≡ 1 (in which case, there is no twist in the tensor
product) or uab(x, y) = (−1)xy, x, y ∈ Z2 (a twisted case, thoroughly studied in [49], [17] and 38

[31]). Analogously, if G = H = Q8 = {1,±i,±j,±k} is the (multiplicative) quaternion group,
Gab = Hab ∼= K4 = Z2 × Z2 (the Klein 4-group), so that u ∈ B(Q8) descends to a bicharacter 40

uab ∈ B(K4) ∼= M2(Z2). We shall extensively use a bicharacter u ∈ B(K4) in the next chapter
(see Section III.5) to deduce a new De Finetti-like theorem for infinite chains of twisted tensor 42

products.
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II.8. Twisted tensor product of representations

So far, we constructed algebraic twisted tensor products of two C∗-systems and proved some of2

their features. As for non-twisted tensor products of C∗-algebras, in order to get a C∗-completion
we need to study representations on some (a priori, not necessarily complete) inner product4

spaces.
We then fix two C∗-systems (A, G, α), (B, H, β) which inherit gradings on A and B, and a6

bicharacter u : Ĝ × “H → T. The aim of the present section is to describe the twisted tensor
product of representations of Ao and Bo (both necessarily having images lying in some algebras8

of bounded operators, thanks to Proposition II.5.2), thus obtaining representations of Ao ⃝u Bo.
We start with a covariant representation (π,Hπ, U), where (π,Hπ) is a representation of Ao10

and G ∋ g 7→ U(g) ∈ U(H) is a unitary representation of G which implements the action of G
on Ao:12

U(g)π(a)U(g)∗ = π(αg(a)) , g ∈ G, a ∈ Ao .

At this stage, no continuity condition is assumed on the representation U : G→ U(H).214

If (ρ,Hρ) is any representation of Bo, for any a ∈ Ao and homogeneous b ∈ Bo, we set(
πU ⃝u ρ

)
(a⊙ b) := π(a)U(g∂b)⊗ ρ(b) ,

with g∂b ∈ G uniquely determined by

σ(g∂b) := u(σ, ∂b) , σ ∈ Ĝ .
(II.13)16

Proposition II.8.1
The map in (II.13) uniquely extends by linearity to the whole Ao⊙Bo, defining a representation18

(denoted by the same symbols)
(
πU ⃝u ρ,Hπ ⊗Hρ

)
of the involutive algebra Ao ⃝u Bo.

Proof.20

Let a,A ∈ Ao (a homogeneous) and b, B ∈ Bo (b homogeneous). Since π(a)U(g∂b) =
∂a(g∂b)U(g∂b)π(a), we get22

(πU ⃝u ρ)[(a⃝u b)∗] = u(a, b)π(a∗)U(g∂b∗)⊗ ρ(b∗) = (u(a, b)U(g∂b)π(a)⊗ ρ(b))∗ =

=
Ä
∂a(g∂b)U(g∂b)π(a)⊗ ρ(b)

ä∗
= (π(a)U(g∂b)⊗ ρ(b))∗ = (πU ⃝u ρ)(a⃝u b)∗24

(πU ⃝u ρ)[(A⃝u b)(a⃝u B)] = u(a, b)π(Aa)U(g∂(bB))⊗ ρ(bB) =26

= u(a, b)π(A)π(a)U(g∂b)U(g∂B)⊗ ρ(b)ρ(B) =

= ∂a(g∂b)π(A)π(a)U(g∂b)U(g∂B)⊗ ρ(b)ρ(B) =28

= π(A)U(g∂b)π(a)U(g∂B)⊗ ρ(b)ρ(B) = (πU ⃝u ρ)(A⃝u b)(πU ⃝u ρ)(a⃝u B)

We are left to check that (II.13) is a well-defined map between Ao⊙Bo (isomorphic to Ao⃝u Bo30

and Ao ⊗Bo as linear spaces) and B
(
Hπ ⊗Hρ

)
. Since Ao ⊙Bo = ∔τ∈“HAo ⊙Bτ , it is enough

to prove the assertion on each direct summand. But, for τ ∈ “H, all maps32

Ao ⊙Bτ ∋ a⊙ b 7→ (π(a)⊗ ρ(b))(U(gτ )⊗ IHρ) ∈ B
(
Hπ ⊗Hρ

)
are manifestly well defined.34

2Here, it would be enough to assume covariance only for the subgroup generated by {gτ : τ ∈ speco(β)} ⊂ G
where gτ is determined in the forthcoming (II.13).
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Equally well, one can start with a representation (π,Hπ) of Ao and a covariant representation
(ρ,Hρ, V ) of Bo. For a ∈ Ao homogeneous and any b ∈ Bo, define 2(

π ⃝u V ρ
)
(a⊙ b) := π(a)⊗ V (∂ah)ρ(b) ,

with ∂ah ∈ H uniquely determined by

χ
∂ah(τ) := u(∂a, τ) , τ ∈ “H .

(II.14)

It is easy to check that also (II.14) defines a representation
(
π⃝u V ρ,Hπ ⊗Hρ

)
of the involutive 4

algebra Ao ⃝u Bo.

Remark II.8.2 6

A unitary representation G ∋ g 7→ Ug ∈ H(U) induces a Ĝ-grading on H provided by the
(closed) spectral subspaces 8

Hσ := {ξ ∈ H : Ugξ = σ(g)ξ, g ∈ G} =
⋂
g∈G

ker(Ug − σ(g)I) .

Observe that Hι = HG = {ξ ∈ H : Ugξ = ξ, g ∈ G} =
⋂
g∈G

ker(Ug − I), Hσ ⊥ Hτ for every pair 10

of distinct σ, τ ∈ Ĝ and Ho := spanC{Hσ : σ ∈ Ĝ} is a dense pre-Hilbert subspace of H. If

the representation U is strongly continuous, the Ĝ-grading on H induces a Ĝ-grading on the 12

compact operators K(H) by (adUg)g∈G satisfying

∂(Aξ) = ∂(A)∂(ξ) 14

for every homogeneous compact operator A ∈ K(H) and homogeneous vector ξ ∈ H. In
general, the adjoint action of a strongly continuous unitary representation is not pointwise 16

norm-continuous on the whole B(H).

Lastly, if (H, (Ug)g∈G) and (K, (Vh)h∈H) are two Hilbert spaces, respectively graded by Ĝ and 18“H, then their tensor product Hilbert space H⊗K inherits a natural (Ĝ× “H)-grading given by
the unitary representation (Ug ⊗ Vh)(g,h)∈G×H of G×H. 20

II.9. Product states and their GNS representations

In order to exhibit a genuine twisted C∗-tensor product, we need to complete Ao ⃝u Bo w.r.t. 22

some C∗-norm, which in general is not unique, as in the non-twisted case. As in [17], [31], the
starting point is a detailed investigation of product states. 24

Given two linear spaces X and Y and linear functionals f ∈ X ′ and g ∈ Y ′, f ⊙ g given by

(f ⊙ g)

Å∑
k

ak ⊙ bk
ã

:=
∑
k

f(ak)g(bk) ,
∑
k

ak ⊙ bk ∈ X ⊙ Y 26

is the product functional of f and g, provided it is well defined. Suppose now X = A, Y = B are
two C∗-algebras and f = ω, g = φ two positive functionals, then belonging to the corresponding 28

topological duals A∗ and B∗. The product functional of ω and φ will be denoted by ω × φ and
ψω,φ when it is considered on the involutive algebras Ao ⃝u Bo and Ao ⊗Bo, respectively. 30

We immediately deduce that ω⊙φ is certainly well defined because it coincides with the product
functional ψω,φ. Such a product functional is also positive when considered even on the whole 32

involutive algebra A⊗B. Instead, on Ao ⃝u Bo, the product functional ω × φ is always well
defined, but possibly not positive. We directly show that the positivity of the product functional 34

ω × φ is guaranteed whenever either ω or φ is invariant under the group action. 3

3Notice that this result can also be deduced from the discussion in Section II.8 by constructing the twisted
product of the GNS representations according to (II.13) or (II.14).
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Proposition II.9.1
For the product functional ω × φ, ω ∈ S(A) and φ ∈ S(B), suppose that at least one of them2

is invariant (i.e. either ω ∈ SG(A) or φ ∈ SH(B)). Then, ω×φ is a state on Ao⃝u Bo, in which
case4

|(ω × φ)(x)| ≤ (ω × φ)(x∗x)1/2 , x ∈ Ao ⃝u Bo .

Proof.6

First of all, observe that for every a =
∑
σ

aσ ∈ Ao, b =
∑
τ

bτ ∈ Bo, A =
∑
s

As ∈ Ao, B ∈ Bo

(a⊙ b)∗(A⊙B) =
∑
σ,s,τ

u(σs−1, τ)(aσ ⊙ bτ )† · (As ⊙B)8

=
∑
τ

Å∑
σ

u(σ, τ)aσ ⊙ bτ
ã†
·
Å∑

s

u(s, τ)As ⊙B
ã

=
∑
τ

(
α−1gτ (a)⊙ bτ

)† · (α−1gτ (A)⊙B
)

10

where we have used the fact that, for each fixed σ ∈ Ĝ, τ ∈ “H,

u(σ, τ)aσ = σ(gτ )aσ = α−1gτ (aσ) .12

At this point, to achieve the positivity of ω × φ, we shall show that

(ω × φ)(x∗x) = ψω,φ(x† · x) ≥ 014

for every x ∈ Ao ⃝u Bo, whenever either ω ∈ SG(A) or φ ∈ SH(B). By Proposition II.7.5, it is
enough to consider the former case.16

By G-invariance of ω,

(ω × φ)
(
(a⊙ b)∗(A⊙B)

)
=
∑
τ

ψω,φ(
(
α−1gτ (a)⊙ bτ

)† · (α−1gτ (A)⊙B
)
)18

=
∑
τ

ψω,φ((a⊙ bτ )† · (A⊙B)) = ψω,φ((a⊙ b)† · (A⊙B)) ,

and thus for every finite linear combination x :=
n∑
k=1

a(k) ⊙ b(k), a(k) ∈ Ao, b
(k) ∈ Bo, we get20

(ω × φ)(x∗x) =
n∑

k,l=1

ψω,φ

((
a(k) ⊙ b(k)

)† · (a(l) ⊙ b(l)))
=ψω,φ

(
x† · x

)
≥ 0 .

(II.15)

The proof follows since the inequality in the statement is nothing but the Cauchy-Bunyakovsky-22

Schwarz inequality.

Remark II.9.224

An equality in the proof of the assertion above in the special case G = H = Z2, given in [17] (p.
18), may not hold. Precisely, let ω ∈ SZ2(A), φ ∈ S(B). Then, in general, if x, y ∈ A⃝F B,26

(ω × φ)((yx)∗(yx)) = ψω,φ((yx)† · (yx)) ̸= ψω,φ((y · x)† · (y · x)) .

For instance, let A := C(T) = C∗(u : u unitary), B := C(T) = C∗(v : v unitary), both equipped28

with the involutive automorphism

ϑ : f 7→ [z 7→ f(−z)]30
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Then, A = [z2k : k ∈ Z]︸ ︷︷ ︸
A0

⊕ [z2k+1 : k ∈ Z]︸ ︷︷ ︸
A1

. Let ω ∈ SZ2(A) be the unique state on A s.t. ω(z2k) =

1, ω(z2k+1) = 0, k ∈ Z. If x = y = (1 + u)⊙ (1 + v), we have 2

ψω,ω((xx)† · (xx)) ̸= ψω,ω((x · x)† · (x · x)) .

Indeed, 4

(xx)† · (xx) =
1∑

j,h,j′,h′=0

(−1)jh+j
′h′(uh

′−h|1 + u|2)⊙ (vj
′−j|1 + v|2)

and thus 6

ψω,ω((xx)† · (xx)) =
1∑

j,h,j′,h′=0

(−1)jh+j
′h′ω(uh

′−h|1 + u|2)ω(vj
′−j|1 + v|2)

Now, |1 + u|2 = 2 + u+ u, thus ω(|1 + u|2) = ω(u|1 + u|2) = ω(u|1 + u|2) = 2. It follows that 8

ψω,ω((xx)† · (xx)) = 4
1∑

j,h,j′,h′=0

(−1)jh+j
′h′ = 4(24 − 6) = 40

On the other hand, 10

ψω,ω((x · x)† · (x · x)) = 4
1∑

j,h,j′,h′=0

1 = 4 · 24 = 64 .

In conclusion, ψω,ω((xx)† · (xx)) ̸= ψω,ω((x · x)† · (x · x)). 12

Notice that, by looking at (II.15), we have incidentally proved the following crucial

Proposition II.9.3 14

The set of the invariant product states
{
ω × φ : ω ∈ SG(A), φ ∈ SH(B)

}
separates the points

of Ao ⃝u Bo. 16

Proof.
We start by noticing that, by point (iii) of Theorem IV.4.9 in [104] (p. 208), if (π,H) and (σ,K) 18

are two faithful representations of A and B respectively, then the algebraic tensor product map
π ⊗ σ extends to a faithful representation of A⊗min B on the Hilbert space H⊗K. It follows 20

that, given a non-zero x ∈ A⊗min B, there must exist a normalized elementary tensor vector
ξ ⊗ η ∈ H ⊗K (depending on x) such that 22∥∥(π ⊗ σ)(x)(ξ ⊗ η)

∥∥2 =
〈
(π ⊗ σ)(x† · x)ξ ⊗ η, ξ ⊗ η

〉
> 0 .

In other words, for a fixed A⊗min B ∋ x ̸= 0, there exists a product state ωξ⊗η = ψωξ,ωη such 24

that ωξ⊗η(x
† · x) > 0. In addition, since the expectations EG : A→ AG and EH : A→ AH are

faithful, EG ⊗ EH : A⊗min B→ AG ⊗min B
H is also faithful (see Corollary at the end of the 26

Appendix in [4], p. 434).
Collecting all things together, for such a fixed x ∈ Ao⃝u Bo (the latter being linearly isomorphic 28

to Ao ⊗Bo),((
ωξ ◦ EG

)
×
(
ωη ◦ EH

))
(x∗x) = ψωξ◦EG,ωη◦EH

(x† · x) = ψωξ,ωη

(
(EG ⊗ EH)(x† · x)

)
> 0 . 30
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If ω and φ are invariant states on Ao and Bo (which are in 1-1 bijection with invariant states
on A and B, respectively), we can look at the corresponding GNS covariant representations2

(πω,Hω, Uω, ξω) and (πφ,Hφ, Uφ, ξφ), and build the representations (II.13) and (II.14). In
addition, both of them are equipped with the cyclic vector ξω ⊗ ξφ. It is now straightforward to4

check that both the representations realize a GNS representation of the product state ω × φ.
We summarize the property of the GNS representation of product states in the following6

Theorem II.9.4
Let (πω,Hω, Vω, ξω) and (πφ,Hφ, Vφ, ξφ) the GNS representations of the invariant states ω ∈8

SG(A) and φ ∈ SH(B), respectively.

The GNS representation (Hω×φ, πω×φ, ξω×φ) of Ao ⃝u Bo relative to the product state ω × φ10

is given (up to unitary equivalence) by (Hω ⊗Hφ, πω ⃝u πφ, ξω ⊗ ξφ) with πω ⃝u πφ one of the
representations in (II.13), (II.14).12

II.10. On representations of the twisted tensor product

We have already seen that the class of representations of the involutive algebra Ao ⃝u Bo is14

rich enough, as it contains the GNS representations of product states consisting of invariant
ones (cf. Theorem II.9.4). Furthermore, this class of states is separating for Ao ⃝u Bo (cf.16

Proposition II.9.3). On the other hand, on a general ∗-algebra, the GNS construction induced
by positive functionals may well produce unbounded operators defined on a common core (see18

e.g. [17], Theorem 3.2, p. 7).- We start with showing that this is not the case for Ao⃝u Bo, with
a technique similar to the one used in the proof of Proposition II.5.2 for the single marginal20

algebras Ao and Bo.

Recall that
∑

(Ao ⃝u Bo)
2 is the cone generated by the positive elements z∗z of Ao ⃝u Bo:22

∑
(Ao ⃝u Bo)

2 :=

{
n∑
i=1

z∗i zi : zi ∈ Ao ⃝u Bo, n ≥ 1

}
⊂ Ao ⃝u Bo .

Evidently,
∑

(Ao ⃝u Bo)
2 is convex (or, equivalently, closed under addition), hence it induces a24

partial order on Ao⃝u Bo, as usual: for s, t ∈ Ao⃝u Bo, we write s ≤⃝u t if t− s ∈
∑

(Ao⃝u Bo)
2.

Moreover,
∑

(Ao ⃝u Bo)
2 is a quadratic module of Ao ⃝u Bo, that is 1A ⃝u 1B ∈

∑
(Ao ⃝u Bo)

2
26

and x∗sx ∈
∑

(Ao ⃝u Bo)
2 for every s ∈

∑
(Ao ⃝u Bo)

2 and x ∈ Ao ⃝u Bo.

The following result shows a crucial property of this quadratic module, analogue to the one in28

the usual non-twisted setting (see [24], Lemma 2.1 (ii), p. 7).

Proposition II.10.1 (Lance-Effros inequality for twisted tensor products)30

The quadratic module
∑

(Ao⃝u Bo)
2 is Archimedean, that is for each y ∈ Ao⃝u Bo, there exists

a positive constant Cy > 0 (only depending on y) such that y∗y ≤⃝u Cy(1A ⃝u 1B).32

Proof.

Let y :=
n∑
i=1

a(i) ⃝u b(i) ∈ Ao ⃝u Bo, with a(i) =
∑
σ∈Si

a(i)σ ∈ Ao, b
(i) =

∑
τ∈Ti

b(i)τ ∈ Bo (where Si ⊂ Ĝ,34

Ti ⊂ “H are the finite supports of a(i) and b(i) respectively). Then, once set S :=
n⋃
i=1

Si and
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T :=
n⋃
i=1

Ti, we can write

y∗y =
n∑

i,j=1

∑
τ∈Ti

α−1gτ (a(i)∗a(j))⃝u b(i)∗τ b(j) =
∑
τ,t∈T

n∑
i,j=1

α−1gτ (a(i)∗a(j))⃝u b(i)∗τ b
(j)
t 2

where we used Pontryagin duality to locate the unique element gτ ∈ G such that u(·, τ) = χgτ ∈““G. 4

Our aim now is to define a positive Y ∈ Ao ⃝u Bo such that

y∗y ≤⃝u y∗y + Y ≤⃝u Cy(1A ⃝u 1B) , 6

for a suitable Cy > 0. To accomplish that, we totally order the finite sets S ⊂ Ĝ, T ⊂ “H by

binary relations ⪯S and ⪯T , respectively. For each of the

Ç
|T |
2

å
pairs (τ, t) ∈ T ×T s.t. τ ≺T t, 8

let Zτ,t :=
n∑
i=1

a(i) ⃝u (b(i)τ − b
(i)
t ). Then,

Z∗τ,tZτ,t =
n∑

i,j=1

α−1gτ (a(i)∗a(j))⃝u b(i)∗τ b(j)τ −
n∑

i,j=1

α−1gτ (a(i)∗a(j))⃝u b(i)∗τ b
(j)
t 10

−
n∑

i,j=1

α−1gt (a(i)∗a(j))⃝u b(i)∗t b(j)τ +
n∑

i,j=1

α−1gt (a(i)∗a(j))⃝u b(i)∗t b
(j)
t ,

whence y∗y +
∑
τ≺T t

Z∗τ,tZτ,t = |T |
∑
τ∈T

n∑
i,j=1

α−1gτ (a(i)∗a(j))⃝u b(i)∗τ b(j)τ . 12

Similarly, once fixed τ ∈ T , for each of the

Ç
|S|
2

å
pairs (σ, s) ∈ S × S such that σ ≺S s, let

W (τ)
σ,s :=

n∑
i=1

(a(i)σ − a(i)s )⃝u b(i)τ . Then, 14

W (τ)∗
σ,s W

(τ)
σ,s =

n∑
i,j=1

α−1gτ

Ä
a(i)∗σ a(j)σ + a(i)∗s a(j)s − a(i)∗σ a(j)s − a(i)∗s a(j)σ

ä
⃝u b(i)∗τ b(j)τ

and y∗y+
∑
τ≺T t

Z∗τ,tZτ,t + |T |
∑
τ∈T

∑
σ≺Ss

W (τ)∗
σ,s W

(τ)
σ,s︸ ︷︷ ︸

=:Y

= |S||T |
∑
σ∈S
τ∈T

Y†σ,τ ·Yσ,τ where Yσ,τ :=
n∑
i=1

a(i)σ ⃝u b
(i)
τ . 16

Therefore, y∗y + Y is positive not only as an element of Ao ⃝u Bo, but also as one of A ⊗B.
This fact allows us to exploit the polarization identity for every pair (σ, τ) ∈ S × T to write 18

Y†σ,τ · Yσ,τ =
1

4

n∑
i,j=1

(a(i)∗σ a(j)σ + a(j)
∗

σ a(i)σ )︸ ︷︷ ︸
=:Aij∈AG

sa

⃝u (b(i)∗τ b(j)τ + b(j)∗τ b(i)τ )︸ ︷︷ ︸
=:Bij∈BH

sa

+

+ i(a(j)∗σ a(i)σ − a(i)
∗

σ a(j)σ )︸ ︷︷ ︸
=:A′

ij∈AG
sa

⃝u i(b(i)∗τ b(j)τ − b(j)∗τ b(i)τ )︸ ︷︷ ︸
=:B′

ij∈BH
sa

= 20

=
1

4

n∑
i,j=1

(Aij,+ − Aij,−)⃝u Bij + (A′ij,+ − A′ij,−)⃝u B′ij ,
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where X± =
∥X∥ ±X

2
∈ AG (for X = Aij, A

′
ij) are positive elements in A.4

Here comes the crucial point: since Aij, ∥Aij,±∥−Aij,± ∈ AG are positive in A, they both admit2

square roots
√
Aij,±,

»
∥Aij,±∥ − Aij,± ∈ C∗(Aij,±) ⊂ AG. Analogously, since Bij is selfadjoint,

∥Bij∥ −Bij ∈ BH is positive in B and
»
∥Bij∥ −Bij ∈ BH . On the one hand, it follows that4

(∥Aij,+∥ − Aij,+)⃝u Bij =

=
(»
∥Aij,+∥ − Aij,+ ⃝u

√
Bij

)∗(»
∥Aij,+∥ − Aij,+ ⃝u

√
Bij

)
≥⃝u 06

and similarly Aij,+ ⃝u (∥Bij∥ −Bij) ≥⃝u 0, whence

Aij,+ ⃝u Bij ≤⃝u ∥Aij,+∥∥Bij∥(1A ⃝u 1B) ≤⃝u ∥Aij∥∥Bij∥(1A ⃝u 1B)8

≤⃝u 4∥a(i)σ ∥∥a(j)σ ∥∥b(i)τ ∥∥b(j)τ ∥(1A ⃝u 1B) .

On the other hand,10

−Aij,− ⃝u Bij = −(
√
Aij,− ⃝u

√
Bij)

∗(
√
Aij,− ⃝u

√
Bij) ≤⃝u 0 .

In the very same way, A′ij,+⃝u B
′
ij ≤⃝u 4∥a(i)σ ∥∥a(j)σ ∥∥b(i)τ ∥∥b(j)τ ∥(1A⃝u 1B) and −A′ij,−⃝u B′ij ≤⃝u 0.12

All things considered,

Y†σ,τ · Yσ,τ ≤⃝u
1

4

n∑
i,j=1

∥Aij∥∥Bij∥+ ∥A′ij∥∥B′ij∥

≤⃝u 2

(
n∑
i=1

∥a(i)σ ∥∥b(i)τ ∥

)2

(1A ⃝u 1B)

14

and y∗y ≤⃝u y∗y + Y ≤⃝u 2|S||T |
∑
σ∈S
τ∈T

(
n∑
i=1

∥a(i)σ ∥∥b(i)τ ∥

)2

︸ ︷︷ ︸
=:Cy

(1A ⃝u 1B). We conclude that the

quadratic module
∑

(Ao ⃝u Bo)
2 is Archimedean.16

Thanks to the previous theorem the involutive algebra Ao ⃝u Bo is (algebraically) bounded,
as defined in Section II.3, and all its representations consist of bounded operators on Hilbert18

spaces (see Lemma II.3.1).

20

Whenever we have a C∗-norm ∥ ∥γ on the twisted tensor product Ao ⃝u Bo, simply denoted
by γ, we write (with an abuse of notation motivated by the forthcoming Proposition II.11.5)22

A⃝u γ B for its completion w.r.t. γ.
Since the actions of G and H on A and B easily extend by linearity on the twisted tensor24

product to an action of G×H defined on generators by

(αg × βh)(a⊙ b) := αg(a)⊙ βh(b) , a ∈ Ao, b ∈ Bo, g ∈ G, h ∈ H ,26

a crucial question is whether this action extends to the completion A⃝u γ B w.r.t. a fixed norm
γ. Another question concerns the cross property of a given norm.28

4Notice that Aij , A
′
ij , Bij , B

′
ij clearly depend on the choice of the pair (σ, τ) but we do not explicit this

dependence here, to avoid making the notation heavier.
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Definition II.10.2
Let γ be a C∗-norm on the twisted tensor product Ao ⃝u Bo. 2

(a) The norm γ is said to be compatible if all αg×βh, g ∈ G and h ∈ H, extend to contractive
maps, and thus to ∗-automorphisms, on the completion A⃝u γ B; 4

(b0) γ is said to be sub-cross if

∥a⃝u b∥γ ≤ ∥a∥A∥b∥B , a ∈ Ao, b ∈ Bo ; 6

(b) γ is said to be cross if
∥a⃝u b∥γ = ∥a∥A∥b∥B , 8

whenever either a ∈ Ao or b ∈ Bo is homogeneous.

Remark II.10.3 10

Our definition of cross property of a C∗-norm follows the one of the non-twisted setting, but
keeps track of the grading structure of the two factors. It looks more restrictive than the one 12

provided in [19] (Definition 4.2, p. 12), yet all the proofs in there still perfectly work with our
definition. Our strengthening is mainly aimed at guaranteeing the isometric embedding of each 14

marginal C∗-algebra into the completion w.r.t. a cross C∗-norm, as Proposition II.11.5 will
show. 16

For a compatible norm γ, the action α× β extends to an action of the compact group G×H
on A⃝u γ B denoted by α⃝u γ β. By following the lines of Proposition II.5.3, we show that such 18

an action is actually pointwise norm-continuous.

Proposition II.10.4 20

Let γ be a compatible C∗-norm on Ao ⃝u Bo. Then, the action α⃝u γ β of G×H on A⃝u γ B is
pointwise norm-continuous, and thus yielding a C∗-system

(
A⃝u γ B, G×H,α⃝u γ β

)
. 22

Proof.
The same 2ε-argument of Proposition II.5.3 leads to the assertion. Indeed, fixing ε > 0 and 24

x ∈ A⃝u γ B, we find

xε =
n∑
j=1

aj ⊙ bj , with the aj’s and bj’s homogeneous , 26

such that ∥x− xε∥γ ≤ ε. We then get

∥(α⃝u γ β)(g,h)(x)− x∥γ ≤ 2ε+
n∑
j=1

|∂aj(g)∂bj(h)− 1|∥aj ⊙ bj∥γ . 28

Taking the lim-sup for g → eG and h→ eH on both members, we get

lim sup
(g,h)→(eG,eH)

∥(α⃝u γ β)(g,h)(x)− x∥γ ≤ 2ε , 30

since, for j = 1, . . . , n,

lim sup
(g,h)→(eG×eH)

(χ∂aj(g)χ∂bj(h)) = lim
g→eG

χ∂aj(g) lim
h→eH

χ∂bj(h) = 1 , 32

and the proof follows as ε > 0 is arbitrary.
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Now, let S(Ao⃝u Bo) be the family of all positive, unital, linear forms on Ao⃝u Bo that is, under
the notation in Section II.10,2

S(Ao ⃝u Bo) =
{
f ∈ (Ao ⃝u Bo)

′ : f |∑(Ao⃝uBo)2 ≥ 0, f(1A ⃝u 1B) = 1
}
.

Notice that (the restriction of) the transpose map δt of each ∗-automorphism δ of Ao ⃝u Bo4

induces a map
S(Ao ⃝u Bo) ⊃ S 7→ δt(S) ⊂ S(Ao ⃝u Bo)6

sending separating families to separating families.
By [17], each f ∈ S(Ao⃝uBo) generates a (unique, up to unitary equivalence) cyclic representation8

(Df , πf,o, ξf ) of the involutive algebra Ao⃝u Bo which, by Lemma II.3.1, must consist of bounded
operators. By setting Hf := Df and πf := πf,o, we get the usual GNS triplet (Hf , πf , ξf)10

associated to f . Notice that ker(πf) ⊂ nf ⊂ Ao ⃝u Bo. It follows that, for every non-empty
subfamily S ⊂ S(Ao ⃝u Bo),12

pS(·) := sup
f∈S
∥πf (·)∥B(Hf )

defines a C∗-seminorm on Ao⃝u Bo where, for every y ∈ Ao⃝u Bo, the supremum is bounded by14 √
Cy found in the proof of Proposition II.10.1. If S ⊂ S(Ao ⃝u Bo) is a separating family, then

pS is a C∗-norm.16

Conversely, every C∗-norm on Ao ⃝u Bo is determined by some separating family of states
S ⊂ S(Ao ⃝u Bo).18

The situation, which takes into account the case of compatible norms as well, is summarized in
the following20

Theorem II.10.5
Every separating family of states S ⊂ S(Ao ⃝u Bo) determines a C∗-norm γS on Ao ⃝u Bo. If in22

addition (αg × βh)t(S) = S for each g ∈ G and h ∈ H, then γS is compatible. Conversely, there
exist two injections24

G := {γ : γ C∗-norm on Ao ⃝u Bo} ↪→ {S ⊂ S(Ao ⃝u Bo) : S convex, separating} ,
26

Gc := {γ : γ compatible C∗-norm on Ao⃝uBo} ↪→ {S ⊂ SG×H(Ao⃝uBo) : S convex, separating} .
Proof.28

We have already seen that any separating class S ⊂ S(Ao ⃝u Bo) provides a C∗-norm γS of
Ao ⃝u Bo. Suppose now that S is globally invariant under αg × βh for each g ∈ G and h ∈ H.30

Thanks to the compatibility of γS, we get

∥(αg × βh)(x)∥γS = sup
f∈S

∥∥πf ◦ (αg × βh)(x)
)∥∥ = sup

f∈S

∥∥π(αg×βh)t(f)(x)
∥∥32

= sup
f∈(αg×βh)t(S)

∥∥πf (x)
∥∥ = sup

f∈S

∥∥πf (x)
∥∥ = ∥x∥γS (x ∈ Ao ⃝u Bo, g ∈ G, h ∈ H).

Concerning the converse part, for each γ ∈ G, we put Cγ := A⃝u γ B. The injection is given by34

G ∋ γ 7→ Sγ := S(Cγ)|Ao⃝uBo ⊂ S(Ao ⃝u Bo)

Such a map is well defined since S(Cγ) is convex and separating for Cγ , so is Sγ . Moreover, it is36

injective: if γ1, γ2 ∈ G are such that Sγ1|Ao⃝uBo = Sγ2|Ao⃝uBo then, by faithfulness of the universal

GNS representation
⊕

f̃∈S(Cγ)

πf̃ of Cγ, γ ∈ G, for every x ∈ Ao ⃝u Bo we get38

∥x∥γ1 = sup
f̃∈S(Cγ1 )

∥πf̃ (x)∥ = sup
f∈Sγ1

∥πf (x)∥

= sup
f∈Sγ2

∥πf (x)∥ = sup
f̃∈S(Cγ2 )

∥πf̃ (x)∥ = ∥x∥γ2 ,40
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since for every f̃ ∈ S(Cγ), πf̃ |Ao⃝u Bo
= πf̃ |Ao⃝uBo , γ ∈ G.

For the last part, we suppose that γ ∈ Gc. This means that the product action α× β of G×H 2

on Ao ⃝u Bo extends to an action, denoted by α⃝u γ β, on the whole A⃝u γ B which leads to the
C∗-system (A⃝u γ B, G×H,α⃝u γ β) as stated in Proposition II.10.4. We note that the G×H- 4

invariant states SG×H(A⃝u γ B) separate the points. With S(G×H,γ) := SG×H(A⃝u γ B)|Ao⃝uBo ,
such a class of states determines the same norm as γ on Ao ⃝u Bo: 6

∥x∥γ =
∥∥x∥∥

γS(G×H,γ)

, x ∈ Ao ⃝u Bo .

The proof ends as the map Gc ∋ γ 7→ S(G×H,γ) is the injection we are searching for. 8

II.11. Maximal and minimal twisted C∗-tensor products

As for the non-twisted tensor product, we define the maximal (i.e. universal) and the minimal 10

(i.e. spatial) C∗-norms. Indeed, for x ∈ Ao ⃝u Bo,

∥x∥max := sup
{
∥π(x)∥ : π ∈ Rep(Ao ⃝u Bo)} , 12

∥x∥min := sup
{
∥πω×φ(x)∥ : ω ∈ SG(A), φ ∈ SH(B)

}
.

Obviously, ∥ ∥min ≤ ∥ ∥max as already happens in the usual case. 14

Remark II.11.1
It is possible to express the completions w.r.t. such norms in a simple way by using the 16

associated representations:

A⃝u max B =

 ⊕
π∈Rep(Ao⃝uBo)

π(x) : x ∈ Ao ⃝u Bo

 ,

A⃝u min B =


⊕

ω∈SG(A)
φ∈SH(B)

πω×φ(x) : x ∈ Ao ⃝u Bo

 .

18

Since the greatest norm ∥ ∥max arises from the universal representation of Ao ⃝u Bo, it is also
called universal. Its universal property is stated in Theorem II.14.1. 20

In Section II.12, we will see that the min-norm is indeed minimal among all the compatible
norms, and in Section II.15 why it is called spatial. 22

Proposition II.11.2
The C∗-norms max and min are compatible. 24

Proof.
Notice that the maximal and the minimal norm are associated to the following classes of states, 26

the universal one S(Ao⃝u Bo) and the class SG(A)×SH(B) made of product states of invariant
ones, respectively. Since both are left globally stable by the transposed action (α × β)t, the 28

proof directly follows from Theorem II.10.5.

The extension of the product action of G×H on the previous completions shall be denoted by 30

α⃝u max β and α⃝u min β, respectively.

Lemma II.11.3 32

The max-norm is sub-cross.
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Proof.
Since the product states ω×φ (with ω ∈ SG(A) and φ ∈ SH(B)) extend to states on A⃝u maxB2

which are invariant w.r.t. α⃝u maxβ, we have SG×H(A⃝u maxB)|Ao⃝u 1B
= SG(A)|Ao and, analogously,

for the restriction to 1A ⃝u Bo. We have already noticed that the action α⃝u max β is pointwise4

norm-continuous, and thus the corresponding invariant states separate the points of A⃝u max B,
as SG(A) and SH(G) do for A and B, respectively. Consequently, for a ∈ Ao,6

∥a⃝u 1B∥max = sup
ψ∈SG×H(A⃝umaxB)

∥πψ(a⃝u 1B)∥ = sup
ω∈SG(A)

∥πω(a)∥ = ∥a∥A

and, analogously, ∥1A ⃝u b∥max = ∥b∥B for b ∈ Bo. Therefore, for each a ∈ Ao and b ∈ Bo,8

∥a⃝u b∥max = ∥(a⃝u 1B)(1A ⃝u b)∥max ≤ ∥a⃝u 1B∥max∥1A ⃝u b∥max = ∥a∥A∥b∥B .

Remark II.11.410

Notice that:

(i) exactly the same proof as above allows to conclude that each compatible C∗-norm is12

sub-cross;

(i’) (i) can be strengthened by asserting that each C∗-norm is sub-cross;14

(ii) each representation π of Ao ⃝u Bo is separately continuous.

Proof.16

For (i’), we fix any C∗-norm γ and apply the following Proposition II.11.5 (the proof of which
relies on the sub-cross property of the max-norm established in the previous lemma), obtaining18

for a ∈ Ao and b ∈ Bo

∥a⃝u b∥γ =∥ιA(a)ιB(b)∥γ ≤ ∥ιA(a)ιB(b)∥max20

≤∥ιA(a)∥max∥ιB(b)∥max ≤ ∥a∥A∥b∥B .

For (ii), since π|Ao⃝u 1B
and π|1A⃝uBo are representations of Ao and Bo, respectively, the assertion22

follows from Proposition II.5.3.

The forthcoming result concerns the extensions of the injections24

Ao ∋ a 7→ ιA(a) := a⃝u 1B ∈ A⃝u γ B ,

Bo ∋ b 7→ ιB(b) := 1A ⃝u b ∈ A⃝u γ B ,26

where γ is any C∗-norm. In particular, it tells us that, if the norm γ is cross, A⃝u γ B contains
isomorphic copies of A and B as desired.28

Proposition II.11.5
For each C∗-norm γ on Ao ⃝u Bo, the maps30

ιγA : (A, ∥ ∥A)→ A⃝u γ B

a 7→ ιγA(a) := lim
n

(an ⃝u 1B), (an)n ⊂ Ao s.t. lim
n
an = a ,

ιγB : (B, ∥ ∥B)→ A⃝u γ B ;

b 7→ ιγB(b) := lim
n

(1A ⃝u bn), (bn)n ⊂ Bo s.t. lim
n
bn = b

are well defined ∗-homomorphisms.32

If γ is cross, then ιγA and ιγB are isometric, and thus A and B are identified with two unital
C∗-subalgebras ιγA(A), ιγB(B) of the completion A⃝u γ B.34
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Proof.
We deal with ιA only, ιB being similar. 2

We first note that the max-norm is sub-cross (cf. Lemma II.11.3), and that any norm γ is
provided with a set of states Sγ which separates the points of Ao ⃝u Bo (cf. Theorem II.10.5). 4

Now, for each a ∈ A we choose a sequence (an)n ⊂ Ao converging to a: ∥a− an∥A → 0.
We claim that (an ⃝u 1B)n ⊂ Ao ⃝u γ Bo is a Cauchy sequence. Indeed, for each representation π 6

and n,m ∈ N, we get

∥π(am ⃝u 1B)− π(an ⃝u 1B)∥ =
∥∥π((am − an)⃝u 1B

)∥∥ 8

≤ ∥(am − an)⃝u 1B∥max = ∥am − an∥A .

In particular, 10

∥(am ⃝u 1B)− (an ⃝u 1B)∥γ = sup
f∈Sγ

∥πf
(
(am ⃝u 1B)− (an ⃝u 1B)

)
∥

≤ ∥am − an∥A . 12

Define ιγA(a) := lim
n

(an ⃝u 1B). It is a matter of routine to verify firstly that the limit does not

depend on the chosen sequence, and secondly that ιγA results to be a ∗-homomorphism whose 14

range is necessarily a C∗-subalgebra.
Suppose now that γ is a cross norm. Then 16

∥ιγA(a)∥γ = lim
n
∥an ⃝u 1B∥γ = lim

n
(∥an∥A∥1B∥B) = lim

n
∥an∥A = ∥a∥A .

Therefore, ιγA is isometric, hence it is a ∗-monomorphism. 18

We now exhibit a simple case for which the min and max C∗-norms coincide.

Proposition II.11.6 20

Suppose that (A, G, α) and (B, H, β) are ergodic. Then, A ⃝u max B admits a faithful state
ωα⃝umaxβ = ωα × ωβ. Consequently, A⃝u max B = A⃝u min B. 22

If in addition ωα ∈ SG(A) and ωβ ∈ SG(B) are tracial states, ωα⃝umaxβ is a trace.5

Proof. 24

We have already seen that, under completion w.r.t. the maximal norm, we get the C∗-system
(A ⃝u max B, G × H,α ⃝u max β). Since α and β are supposed to be ergodic, α ⃝u max β is also 26

ergodic and thus, as mentioned in Section II.4, there is a faithful state on A⃝u max B, which
is the product state ωα × ωβ. It is easy to verify that such a state is a trace if ωα and ωβ are 28

tracial states. Now, if x ∈ Ao ⃝u Bo, then ∥x∥min ≤ ∥x∥max =
∥∥πωα×ωβ

(x)
∥∥ ≤ ∥x∥min.

At this stage, we immediately prove the following 30

Proposition II.11.7
The max-norm and the min-norm are cross C∗-norms according to Definition II.10.2. 32

Proof.
Take a generic a ∈ Ao, and a homogeneous b ∈ Bo. For every fixed couple of states ω ∈ SG(A) 34

and φ ∈ SH(B), we use the representation in (II.13) to describe the GNS representation
associated to the product state ω × φ. We then get 36

∥πω(a)∥∥πφ(b)∥ =∥(πω(a)U(g∂b)⊗ πφ(b)∥ = ∥πω×φ(a⃝u b)∥
≤∥a⃝u b∥min ≤ ∥a⃝u b∥max ≤ ∥a∥A∥b∥B , 38

5Following the notation in [85], such a tracial state is denoted by τα⃝u maxβ .
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where the first equality holds as the norm on B(Hω ⊗ Hφ) is cross, and the last inequality
follows by Lemma II.11.3.2

Now, by taking into account that the invariant states under G separate the points of A, and
those invariant under H separate the points of B, after taking the suprema on the left on all4

such invariant states, we get

∥a∥A∥b∥B ≤ ∥a⃝u b∥min ≤ ∥a⃝u b∥max ≤ ∥a∥A∥b∥B ,6

and thus all above inequalities are indeed equalities.

Instead, if a is homogeneous, we can use the representation in (II.14) as GNS of ω×φ obtaining8

the same result.

Remark II.11.810

The same proof tells us that each C∗-norm lying between the min-norm and the max-norm is
automatically cross.12

II.12. Minimality of the min-norm

By definition, it is apparent that the maximal C∗-norm must be the greatest among all the14

C∗-norms, in particular among the compatible ones. We will deepen this fact in Section II.14.
On the contrary, at this stage it is not yet clear whether the minimal C∗-norm is indeed minimal16

among all the compatible ones. The aim of the present section is to prove this fact. In order to
introduce the necessary notation, we take the chance to give a corrected version and proof of18

Proposition 4.10 in [19] (pp. 16-17)6. We start from a preparatory lemma, which is nothing
but an excerpt of the proof of Lemma IV.4.18 in [104] (p. 215): we shall provide it here below,20

for the convenience of the reader. As a premise, let U(A) be the unitary group of A. It is
a norm-closed subgroup of the general linear group GL(A) of A consisting of its invertible22

elements and GL(A) = U(A)GL0(A), GL0(A) being the principal component (the connected
component containing 1A). U(A) acts on the weakly-∗ compact, convex family of states S(A)24

by affine homeomorphisms via the adjoint action:

ad : U(A)→ Homeo(S(A))

u 7→ [ω 7→ ωu := ω(u∗ · u)]
26

In particular, the family of pure states P(A) ⊆ S(A) is ad-invariant. In presence of two
C∗-algebras, A and B, we canonically get an action of the direct product group U(A)× U(B)28

on S(A)× S(B):

ad× ad: U(A)× U(B)→ Homeo(S(A)× S(B))

(u, v) 7→ [(ω, φ) 7→ (ωu, φv)]
30

Again, P(A)× P(B) ⊆ S(A)× S(B) is (ad× ad)-invariant. Let

P(A)⊗ P(B) := {ψω,φ : (ω, φ) ∈ P(A)× P(B)}32

where ψω,φ : A⊗B→ C is the (positive) product functional of ω and φ on A⊗B. The following
lemma shows that P(A) ⊗ P(B) is minimal (w.r.t. the inclusion) among all the separating,34

invariant, weakly-∗ closed families of states on the ∗-algebra A⊗B.

6That proposition in [19] relies on Lemma 4.9 (p. 16) which turns out to be wrong, as we will show in the
forthcoming Section II.13.
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Lemma II.12.1 (Takesaki)
Let A,B two unital C∗-algebras. For every non-empty, (ad× ad)-invariant, (τw∗ × τw∗)-closed 2

subset S ⊊ P(A)⊗ P(B), there exists a pair of strictly positive a ∈ A, b ∈ B s.t.

a⊙ b ∈ S⊥ :=
⋂

ψω,φ∈S

ker(ψω,φ) . 4

In particular, S is not separating for A⊗min B.

Proof. 6

Let S := {(ω, φ) : ψω,φ ∈ S} ⊆ P(A) × P(B). Let U ⊆ P(A), V ⊆ P(B) be non-empty
τw∗-open sets s.t. (U × V ) ∩ S = ∅. In particular, either U ⊊ P(A) or V ⊊ P(B). By 8

(ad× ad)-invariance of S, their orbits under the adjoint action of the unitary groups U(A) and
U(B) respectively, that is 10®

OU := adU(A)(U) = {ω(u∗ · u) : ω ∈ U, u ∈ U(A)}
OV = adU(B)(V ) = {φ(v∗ · v) : φ ∈ V, v ∈ U(B)} ,

are non-empty, ad-invariant, τw∗-open sets s.t. (OU×OV )∩S = ∅. Therefore, K := Oc
U ⊆ P(A) 12

and L := Oc
V ⊆ P(B) are ad-invariant τw∗-closed sets (with either K ̸= ∅ or L ̸= ∅) s.t.

S ⊆ (K × P(B)) ∪ (P(A) × L). In particular, their annihilators (i.e. their orthogonal 14

complements w.r.t. the dual pairings A∗⟨·, ·⟩A and B∗⟨·, ·⟩B, respectively)
K⊥ :=

⋂
ω∈K

kerω

L⊥ :=
⋂
φ∈L

kerφ
16

are closed two-sided ideals of A and B respectively (see Lemma 4.15 in [104], p. 213). Since
either K⊥ or L⊥ is non-zero, we always find a pair of strictly positive elements a ∈ A, b ∈ B s.t. 18

ψω,φ(a⊙ b) = 0 for every (ω, φ) ∈ S. It follows that S is not separating for A⊗min B.

Consider the completion A⃝u γ B of Ao ⃝u Bo w.r.t. a compatible norm γ. Recall that we have 20

a C∗-system (A⃝u γ B, G×H,α⃝u γ β). The following proposition asserts that, whenever the
fixed point subalgebra of one of the marginal algebras is abelian, every extremal invariant state 22

in EG×H(A⃝u γ B) of A⃝u γ B must look like an element of EG(A)×EH(B) on the algebraic part
Ao ⃝u Bo. This result corrects Proposition 4.10 in [19]. 24

Proposition II.12.2
If either AG or BH is abelian and γ is a compatible C∗-norm on Ao ⃝u Bo, then there exists an 26

injection
r : EG×H(A⃝u γ B) ↪→ EG(A)× EH(B)

ψ 7→
(
Et
G(ψA), Et

H(ψB)
) 28

where ψA := ψ|AG⃝u 1B
( · ⃝u 1B) and ψB := ψ|1A⃝uBH (1A ⃝u · ). As a consequence, ∥ ∥γ = ∥ ∥min.

Proof. 30

Define Cγ := A⃝u γ B. We see at once that CG×Hγ = AG ⃝u BH
γ

= AG ⊗γ BH = AG ⊗min B
H ,

the last equality due to the abelianness (hence, nuclearity) of either AG or BH . Now, if 32

ψ ∈ EG×H(Cγ), then ψ|AG⊗minBH is pure. Therefore, by [104], Theorem IV.4.14 (p. 211),
ψ|AG⊗minBH coincides on the involutive algebra AG ⊗BH with the product functional ψA ⊙ ψB, 34

where
ψA(·) := ψ|AG⃝u 1B

(· ⃝u 1B) ∈ P(AG) , 36
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ψB(·) := ψ|1A⃝uBH (1A ⃝u ·) ∈ P(BH) .2

In particular, Et
G(ψA) ∈ EG(A), Et

H(ψB) ∈ EH(B) and

ψ|Ao⃝uBo = (ψ ◦ EG×H) |Ao⃝uBo = (ψA ◦ EG)|Ao × (ψB ◦ EH)|Bo = Et
G(ψA)|Ao × Et

H(ψB)|Bo4

By density of Ao ⃝u Bo in Cγ, r : EG×H(A⃝u γ B)→ EG(A)× EH(B) in the assertion is clearly
injective. Moreover, since also the ergodic invariant states separate the points, we get for6

x ∈ Ao ⃝u Bo,

∥x∥γ = sup
ψ∈EG×H(Cγ)

∥πψ(x)∥ ≤ sup
ω∈EG(A)
φ∈EH(B)

∥πω ⃝u πφ(x)∥ = ∥x∥min .8

We are then left with proving that ∥ ∥γ ≥ ∥ ∥min, so that ∥ ∥γ = ∥ ∥min. In view of Proposi-
tion II.3.2, it suffices to show that the product state ω × φ is γ-bounded on Ao ⃝u Bo for any10

ω ∈ EG(A), φ ∈ EH(B), so that by Proposition II.3.2

∥ ∥min = sup
ω∈EG(A)
φ∈EH(B)

∥πω ⃝u πφ(·)∥ ≤ ∥ ∥γ .12

Let us put

Sγ :={(ω, φ) ∈ EG(A)× EH(B) : ω × φ γ-bounded on Ao ⃝u Bo} ,
S̃γ :={(ω̃, φ̃) ∈ P(AG)× P(BH) : ω̃ × φ̃ γ-bounded on AG ⊗BH} .

(II.16)14

Both Sγ and S̃γ are non-empty, invariant under the adjoint action of U(AG)×U(BH), (τw∗×τw∗)-
closed subsets of EG(A)× EH(B) and P(AG)× P(BH), respectively. It is also easy to verify16

that they are affinely homeomorphic via

Sγ ∋ (ω, φ) 7→ (ω|AG , φ|BH ) ∈ S̃γ ,18

Sγ ∋
(
Et
G(ω̃), Et

H(φ̃)
)
7→(ω̃, φ̃) ∈ S̃γ .

We want to show that Sγ = EG(A)×EH(B), which is then equivalent to show that S̃γ = P(AG)×20

P(BH). Suppose by contradiction that Sγ ⊊ EG(A) × EH(B), then S̃γ ⊊ P(AG) × P(BH).

By Lemma II.12.1, there exist strictly positive a ∈ AG, b ∈ BH such that a ⊙ b ∈ S̃⊥γ . This22

means that, also a⊙ b ∈ S⊥γ ⊆ EG×H(Cγ)
⊥, which is a contradiction, since EG×H(Cγ) must be

separating. In conclusion, Sγ = EG(A)× EH(B) and ∥ ∥γ = ∥ ∥min.24

Theorem II.12.3
The spatial C∗-norm is minimal among all the compatible C∗-norms on Ao ⃝u Bo.26

Proof.
For a compatible norm γ on Ao⃝uBo and Sγ in (II.16), if Sγ = EG(A)×EH(B), then ∥ ∥min ≤ ∥ ∥γ .28

It is then sufficient to show this equality. Suppose by contradiction that Sγ ⊊ EG(A)× EH(B),

or equivalently, S̃γ ⊊ P(AG) × P(BH). By reasoning as in the proof of Theorem IV.4.19 in30

[104] (p. 216), we deduce that S̃γ must coincide with P(AG) × P(BH) and, consequently,
Sγ = EG(A)× EH(B).32
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II.13. On (non) compatible C∗-norms

As we will see in the next chapter, the study of symmetric states acting on the twisted C∗-tensor 2

product of infinitely many copies of a single algebra will need to consider the action of a fixed
group G acting diagonally on the chain (see, for instance, [31]). We take here the occasion to 4

introduce the starting point of this construction, since it is useful to compare our definition of
compatibility of a C∗-norm with the one given in [19]. 6

We start from two C∗-systems (A, G, α) and (B, G, β) based on the same acting group G, and
build a new one given by

(
A⃝u min B, G, δ

(α,β)
)
, where δ(α,β) is the diagonal action of G, given 8

on elementary tensors by

δ(α,β)g (a⊙ b) := αg(a)⃝u βg(b) , g ∈ G, a ∈ Ao, b ∈ Bo . 10

This action is perfectly meaningful, as we have seen that the product action of G × G on
Ao ⃝u Bo (and a fortiori its restriction to the diagonal of G×G) always extends to an action 12

on A⃝u min B (cf. Proposition II.10.4 and Proposition II.11.2) making
(
A⃝u min B, G, δ

(α,β)
)

a
full-fledged C∗-system. Definition 4.6 at p. 15 of [19] (where the authors address the special 14

case G = Z2) calls a C∗-norm γ compatible if δ(α,β) is γ-isometric. At the end of the present
section, we will give an example for which this definition is strictly weaker than ours, namely 16

a C∗-norm which is compatible for the diagonal action of Z2 but not for the full action of
the Klein 4-group K4 = Z2 × Z2. The existence of such a norm raises the question whether 18

the min-norm introduced above is actually the smallest among all the C∗-norms which are
compatible with the diagonal action only, as affirmed in [19]. It is still unclear to us if this 20

question can be answered positively or not, but at least we point out the reason why the proof
in [19] (Theorem 4.12, p. 17) is not acceptable. Indeed, it relies on Lemma 4.9 (p. 16) 22

“If (A,Z2, α), (B,Z2, β) are two C∗-systems, where either A or B is abelian, and

Z2
δ(α,β)

↷ A⃝F B is γ-isometric for some C∗-norm γ, then EZ2(A⃝F γ B) ∼= EZ2(A)× EZ2(B)
”

24

which is definitely wrong (its proof also contains a coarse mistake, when asserting that A⃝F 1B

lies in the center of A⃝F B). We expose here an easy counterexample.7 26

Consider the Canonical Anticommutation Relations algebra (CAR algebra, for short) on two
generators 28

CAR({1, 2}) := C∗
Ä
aj, a

†
j

∣∣∣ a∗j = a†j, {aj, ak} = {a†j, a
†
k} = 0, {a†j, ak} = δjk1, j, k = 1, 2

ä
The parity automorphism ϑ ∈ Aut (CAR({1, 2})) defined on the generators by ϑ(aj) := −aj 30

and ϑ(a†j) := −a†j (j = 1, 2) is involutive, hence yielding a Z2-grading on CAR({1, 2}). Observe

that if U :=

ï
1 0
0 −1

ò
(or also U :=

ï
−1 0
0 1

ò
) (unitary, selfadjoint element of M2(C)), then 32

α

Åï
a b
c d

òã
:= adU

Åï
a b
c d

òã
=

ï
a −b
−c d

ò
is an involutive ∗-automorphism of M2(C). Therefore, (M2(C)⃝F M2(C), α⃝F α) is a Z2-graded 34

C∗-algebra and
Φ: CAR({1, 2})→M2(C)⃝F M2(C)

a1 7→
ï
0 1
0 0

ò
⃝F I2

a2 7→ I2 ⃝F
ï
0 1
0 0

ò 36

7This example was introduced in [1] for the investigation of the entanglement phenomenon in Fermi models.
It was studied in a more detailed form in Section 11 of [31] to show that some crucial computations in [20] (even
published much later than [31]) unfortunately contain fatal mistakes as well.
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is a grading-equivariant ∗-isomorphism: Φ ◦ ϑ = (α⃝F α) ◦ Φ. Let

s := a1 + a†1, S := a2 + a†2 ∈ CAR({1, 2})−

p :=
1 + s

2
, q :=

1− s
2
⇒ pq = 0 (mutually orthogonal projections in CAR({1, 2}))

P :=
1 + S

2
, Q :=

1− S
2
⇒ PQ = 0 (mutually orthogonal projections in CAR({1, 2}))

A := ⟨p, q⟩
Φ∼=
Æ

1

2

ñ
1 1

1 1

ô
⃝F I2,

1

2

ñ
1 −1

−1 1

ô
⃝F I2

∏
(abelian ϑ-invariant C∗-subalgebra)

B := ⟨P,Q⟩
Φ∼=
Æ
I2 ⃝F

1

2

ñ
1 1

1 1

ô
, I2 ⃝F

1

2

ñ
1 −1

−1 1

ô∏
(abelian ϑ-invariant C∗-subalgebra)

2

(For a detailed account of this framework, see also Proposition 4.4 in [1], p. 172).
Therefore,4

A = A+ ⊕A− = ⟨p+ q⟩ ⊕ ⟨p− q⟩ = ⟨1⟩ ⊕ spanC{s}
6

B = B+ ⊕ B− = ⟨P +Q⟩ ⊕ ⟨P −Q⟩ = ⟨1⟩ ⊕ spanC{S}

In particular, ϑ|A and ϑ|B are ergodic so Sϑ(A) = Eϑ(A) = {trA} and Sϑ(B) = Eϑ(B) = {trB}8

where
trA : 1 7→ 1, s 7→ 0 , trB : 1 7→ 1, S 7→ 010

are the tracial states (normalized traces) of A and B, respectively. Observe that trA(p) =
trA(q) = trB(P ) = trB(Q) = 1/2.12

On the other hand, (⟨A,B⟩, ϑ|⟨A,B⟩) is a Z2-graded, non-abelian, four-dimensional C∗-subalgebra
of CAR({1, 2}), isomorphic to (A, ϑ|A)⃝F (B, ϑ|B). Its spectral decomposition is14

⟨A,B⟩ = ⟨A,B⟩+ ⊕ ⟨A,B⟩− = ⟨1, sS⟩ ⊕ spanC{s, S}
Φ∼= ⟨I2 ⃝F I2, [ 0 1

1 0 ]⃝F [ 0 1
1 0 ]⟩ ⊕ spanC {[ 0 1

1 0 ]⃝F I2, I2 ⃝F [ 0 1
1 0 ]} .16

In particular, ϑ|⟨A,B⟩ is not ergodic and the mapping

⟨A,B⟩+ → C2

e1 :=
1− isS

2
=
1− 2i[p, P ]

2
7→ (1, 0)

e2 :=
1 + isS

2
=
1 + 2i[p, P ]

2
7→ (0, 1)

18

is a ∗-isomorphism of C∗-algebras. Therefore, Eϑ(⟨A,B⟩) = {e∗1 ◦ E+, e
∗
2 ◦ E+} = ΩC({e1,e2}) ◦E+

and20

Sϑ(⟨A,B⟩) = co(Eϑ(⟨A,B⟩)) = {(λe∗1 + (1− λ)e∗2) ◦ E+ : λ ∈ [0, 1]}

We can also view e∗1, e
∗
2 as pure states of ⟨A,B⟩+ (equivalently, characters or irreducible22

representations of ⟨A,B⟩+). Observe that trA × trB ∈ Sϑ(⟨A,B⟩) is not ergodic for this action.
Precisely, it is the midpoint of the two extremal invariant states:24

trA × trB =
e∗1 ◦ E+ + e∗2 ◦ E+

2

In conclusion, Eϑ((A, ϑ|A)⃝F (B, ϑ|B)) ∼= Eϑ(⟨A,B⟩) ̸∼= Eϑ(A)×Eϑ(B): Lemma 4.9 in [19] is false.26

At this point, we take advantage of an example given by Wassermann in an addendum at the
end of [79], p. 69, in order to provide28
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� an example of non-compatible C∗-norm, according to our definition

� an example of C∗-norm which is compatible according to the definition in [19], but not to 2

ours

We start with Wassermann’s example. 4

Theorem II.13.1 (Wassermann, [79])
Let A be a non-nuclear C∗-algebra and ϑ ∈ Aut(A⊕ A) the flip automorphism 6

ϑ(a, b) := (b, a) , a, b ∈ A .

Then, there exists a (necessarily non-nuclear) C∗-algebra B and a C∗-norm ∥ ∥ρ on the involutive 8

algebra (A⊕ A)⊗B such that ϑ⊗ idB ∈ Aut((A⊕ A)⊗B) is not ∥ ∥ρ-continuous.

Proof. 10

If the unique possible C∗-norm on A⊗B was the spatial one ∥ ∥min for every C∗-algebra B,
then the C∗-algebra A would be nuclear (see Theorem 3.8.7 in [88], p. 104). Therefore, there 12

must exist a C∗-algebra B, necessarily non-nuclear, for which A⊗B admits a C∗-norm γ which
is not equivalent to ∥ ∥min (i.e. ∥ ∥min ≤ ∥ ∥γ, but ∥ ∥min ̸= ∥ ∥γ). Consider the completion 14

A⊗γ B of A⊗B w.r.t. γ and the C∗-algebra C := (A⊗γ B)⊕ (A⊗min B) endowed with the
direct sum C∗-norm ∥(x, y)∥⊕ := ∥x∥γ ∨∥y∥min. Then, the involutive algebra (A⊗B)⊕ (A⊗B) 16

is evidently dense in C w.r.t. ∥ ∥⊕.
On the other hand, the right factoring-out map R given in (II.1) is also a ∗-isomorphism of 18

involutive algebras. Then, the pushforward norm ∥ · ∥ρ := ∥R−1(·)∥⊕ is a well defined C∗-norm
on (A ⊕ A) ⊗B, the completion of which is denoted by (A ⊕ A) ⊗ρ B. By construction, R 20

isometrically extends to a ∗-isomorphism (C, ∥ ∥⊕)→ ((A⊕A)⊗ρB, ∥ ∥ρ) of C∗-algebras. With
ϑ ∈ Aut(A⊕ A) the flip automorphism, we have 22∥∥∥∥(ϑ⊗ idB)

Å m∑
i=1

(0, ai)⊗ bi
ã∥∥∥∥

ρ

=

∥∥∥∥ m∑
i=1

(ai, 0)⊗ bi
∥∥∥∥
ρ

=

∥∥∥∥R−1Å m∑
i=1

(ai, 0)⊗ bi
ã∥∥∥∥
⊕

=

∥∥∥∥Å m∑
i=1

ai ⊗ bi, 0
ã∥∥∥∥
⊕

=

∥∥∥∥ m∑
i=1

ai ⊗ bi
∥∥∥∥
γ

. 24

On the other hand,∥∥∥∥ m∑
i=1

(0, ai) ⊗ bi

∥∥∥∥
ρ

=

∥∥∥∥R−1Å m∑
i=1

(0, ai) ⊗ bi

ã∥∥∥∥
⊕

26

=

∥∥∥∥Å0,
m∑
i=1

ai ⊗ bi

ã∥∥∥∥
⊕

=

∥∥∥∥ m∑
i=1

ai ⊗ bi
∥∥∥∥
min

.

Summarising, with 28

x :=
m∑
i=1

ai ⊗ bi ∈ A⊗B , y :=
m∑
i=1

(0, ai)⊗ bi ∈ (A⊕ A)⊗B ,

we have proved that 30

∥(ϑ⊗ idB)(y)∥ρ = ∥x∥γ , ∥y∥ρ = ∥x∥min . (II.17)

By contradiction, suppose that ϑ⊗ idB is ∥ ∥ρ-continuous. For each x ∈ A⊗B, by (II.17) we 32

get
∥x∥min ≤ ∥x∥γ = ∥(ϑ⊗ idB)(y)∥ρ ≤ ∥y∥ρ = ∥x∥min 34

that is ∥x∥min = ∥x∥γ: a contradiction.
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We now explain why the previous result implies that non-compatible C∗-norms on Ao⃝u Bo may
well exist in our setting. Indeed, for A and B as above, it is enough to consider the twisted2

product (A⊕A)⃝u B where, on A⊕A the acting group is G ≡ Z2 via the flip α1 := ϑ, whereas
on B any compact abelian group H is acting through the trivial action βh := idB (h ∈ H).4

Lastly, one can choose any bicharacter on Ẑ2 × “H ∼= Z2 × “H. Since in such a situation we
have (A⊕A)⃝u B = (A⊕A)⊗B, we conclude that the former admits a non-compatible norm.6

For an explicit example of the previous theorem, take the non-nuclear C∗-algebra A := B(ℓ2).
By Junge-Pisier theorem (see Theorem 13.5.1 in [88], p. 388), B := B(ℓ2) is s.t. ∥ · ∥max,⊗ is8

inequivalent to ∥ · ∥min,⊗ on A⊗B. Since ∥ · ∥⊕ in the previous theorem coincides with ∥ · ∥max,⊗
on (B(ℓ2)⊗max B(ℓ2))⊕ (B(ℓ2)⊗min B(ℓ2)), ∥ · ∥ρ := ∥R−1(·)∥max,⊗ is an incompatible C∗-norm10

on (B(ℓ2)⊕ B(ℓ2), ϑ)⃝u (B(ℓ2), H, β).
Suitably modifying Wassermann’s example, it might also be shown that there are norms which12

are compatible with the diagonal action (provided G = H) but not with the full action of G×G.
This means that our definition of compatible norm is indeed different from the one originally14

given in [19] for G = H = Z2.
Indeed, with the same notation as in Theorem II.13.1, let16

C := (A⊗γ B)⊕ (A⊗min B)⊕ (A⊗min B)⊕ (A⊗γ B) .

Then, the following combination of the factoring-out mappings (cf. (II.1))18

L(R⊕R) :
4⊕

k=1

(A⊗B)→ (A⊕ A)⊗ (B⊕B) ,

induces a C∗-norm ρ on (A⊕ A)⊗ (B⊕B) for which ϑA⊕A ⊗ ϑB⊕B is isometric, but ϑA⊕A ⊗20

idB⊕B and idA⊕A ⊗ ϑB⊕B are not. In other words, ρ is compatible with the diagonal action

Z2
d↷ A⊕2 ⊗B⊕2 but not with the full action K4 = Z2 × Z2

f
↷ A⊕2 ⊗B⊕2. The respective22

fixed point subalgebras are

(A⊕2⊗B⊕2)Z2 = spanC{(a, a)⊗(b, b) : a ∈ A, b ∈ B}⊕spanC{(a,−a)⊗(b,−b) : a ∈ A, b ∈ B} ,24

(A⊕2 ⊗B⊕2)K4 = spanC{(a, a)⊗ (b, b) : a ∈ A, b ∈ B} .26

II.14. Characterizations of the max-norm

We begin this section with the following pivotal result: the universal property of the max-norm.28

Theorem II.14.1
Let (Ai, Gi, αi), i = 1, 2, be C∗-systems with Gi compact and abelian, and B an arbitrary unital30

C∗-algebra. If the unital ∗-homomorphisms

πi : Ai → B, i = 1, 2 ,32

satisfy the commutation relation

π1(a1)π2(a2) = u(a1, a2)π2(a2)π1(a1)34

for a1 ∈ A1, a2 ∈ A2 both homogeneous, then there exists a unique ∗-homomorphism π : A1⃝u max

A2 → B such that36

π(a1 ⊙ a2) = π1(a1)π2(a2) , ai ∈ (Ai)o, i = 1, 2 . (II.18)



II.14. CHARACTERIZATIONS OF THE MAX-NORM 67

Moreover, π
(
A1 ⃝u max A2

)
is the C∗-subalgebra of B generated by π1(A1) and π2(A2).

Let G1 = G = G2 and G ∋ g 7→ βg ∈ Aut(B) an action of G on B such that 2

πi ◦ (αi)g = βg ◦ πi , g ∈ G, i = 1, 2 ,

then π ◦ (α1 ⃝u max α2)g = βg ◦ π, g ∈ G. 4

Proof.
The map (a1, a2) ∈ (A1)o × (A2)o 7→ π1(a1)π2(a2) ∈ B is bilinear. Therefore, by the universal 6

property of the tensor product (A1)o ⊙ (A2)o (coinciding with (A1)o ⃝u (A2)o as a linear space),
there is a unique linear map πo : (A1)o ⃝u (A2)o → B such that 8

πo(a1 ⃝u a2) = π1(a1)π2(a2), ai ∈ (Ai)o, i = 1, 2 .

It is easy to see that πo is a ∗-homomorphism. 10

After taking a faithful representation (ρ,H) of the C∗-algebra B, we get that (ρ ◦ πo,H) is a
representation of (A1)o⃝u (A2)o which is bounded under the max-norm. Therefore, it extends to a 12

representation (π̃,H) of A1⃝u maxA2. Thus π : ρ−1◦ π̃ satisfies (II.18) and is the ∗-homomorphism
we are searching for. Moreover, π

(
A1 ⃝u max A2

)
is the C∗-subalgebra of B generated by π1(A1) 14

and π2(A2).

As concerns the last assertion, for c =
n∑
i=1

xi ⃝u yi ∈ (A1)o ⃝u (A2)o, we get 16

π
(
(α1)g × (α2)g(c)

)
=

n∑
i=1

π
(
(α1)g(xi)⃝u (α2)g(yi)

)
=

n∑
i=1

π1((α1)g(xi))π2((α2)g(yi)) =
n∑
i=1

βg(π1(xi))βg(π2(yi)) 18

=βg

Å n∑
i=1

π1(xi)π2(yi)

ã
= βg(π(c)) .

Since the max-norm is compatible, we now notice that all maps (α1)g × (α2)g, g ∈ G defined on 20

the algebraic part (A1)o ⃝u (A2)o extend to ∗-automorphisms of A1 ⃝u max A2, and the assertion
follows. 22

Now we go ahead with some characterizations of the max-norm which might be interesting in
themselves. 24

Proposition II.14.2
For each fixed x ∈ Ao ⃝u Bo, the five subsets of [0,+∞) 26

� II(x) := {∥x∥ : ∥ ∥ C∗-norm on Ao ⃝u Bo},

� III(x) := {∥π(x)∥ : π ∈ Rep(Ao ⃝u Bo)}, 28

� IIII(x) := {∥π(x)∥ : π ∈ Rep(Ao ⃝u Bo) cyclic},

� IIV (x) := {∥πf (x)∥ : f ∈ S(Ao ⃝u Bo)}, 30

� IV (x) := {∥πf (x)∥ : f ∈ SG×H(Ao ⃝u Bo)}

share the same (finite) least upper bound, which necessarily coincides with ∥x∥max. 32
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Proof.
Clearly sup IIII(x) ≤ sup III(x). Since a cyclic representation with cyclic unit vector ξ is2

the GNS of the vector state ωξ, IIII(x) = IIV (x). On the other hand, by Zorn Lemma, any
representation is a direct sum of cyclic ones, and then we argue that4

∥x∥max = sup III(x) = sup IIII(x) = sup IIV (x) , x ∈ Ao ⃝u Bo .

Theorem II.10.5 tells us that6

sup II(x) = sup IIV (x) , x ∈ Ao ⃝u Bo .

Now, the max-norm is compatible and the invariant states SG×H(A⃝u max B) under the action8

α⃝u max β of G×H on A⃝u max B separate the points of A⃝u max B and, a fortiori, the points of
the algebraic part. Therefore, SG×H(A⃝u max B)|Ao⃝uBo = SG×H(Ao ⃝u Bo) generates the same10

norm as the max-norm.

Remark II.14.312

The results of the previous proposition can be summarized as

∥ ∥max = sup
π∈Rep(Ao⃝uBo)

(cyclic)

∥π(·)∥ = sup
f∈S(Ao⃝uBo)

∥πf (·)∥14

= sup
f∈SG×H(Ao⃝uBo)

∥πf (·)∥ = sup
γ C∗-norm

∥ ∥γ .

II.15. Characterizations of the min-norm16

The main aim of the present section is to show the spatiality of the min-norm, well known
for the usual tensor product. In this case, the proof of such a fundamental property is more18

involved, as expected. In our framework based on the C∗-systems (A, G, α) and (B, H, β), we
refer to the definition of twisted tensor product of representations in Section II.8, as well as the20

covariant construction of a representation in (II.3).
The following result, connected to the spatiality of the min-norm, is of relevant interest, due to22

its generality.

Proposition II.15.124

Let (A, G, α), (B, H, β) be C∗-systems with G, H compact abelian groups, and π ∈ Rep(A),
ρ ∈ Rep(B) faithful representations. Then, for each x ∈ Ao ⃝u Bo,26

∥(πGλπG ⃝u ρ
H)(x)∥B(H

πG⊗HρH
) = ∥x∥min = ∥(πG ⃝u λρH

ρH)(x)∥B(H
πG⊗HρH

) .

As a consequence,28

(πGλπG
⃝u ρH)(Ao ⃝u Bo) ∼= A⃝u min B ∼= (πG ⃝u λρH

ρH)(Ao ⃝u Bo) .

Proof.30

For fixed A ∈ B(HπG) and B ∈ B(HρH ), define

E(A) :=

ˆ

G

λπG(g−1)AλπG(g)dg , F (B) :=

ˆ

H

λρH(h−1)BλρH(h)dh ,32

where the integrals are meant in the weak operator topology. First note that E(A) (F (B))
is G (H) invariant. If A (B) is positive and/or trace-class, so is E(A) (F (B)). Define now34

SG(πG) := F(πG) ∩ SG(A) and SH(ρH) := F(ρH) ∩ SH(B) (cf. Section II.4).
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If ω ∈ SG(A) and φ ∈ SH(B), by faithfulness of πG and ρH there exist two nets of states

ω̃ι := trH
πG

(R̃ιπ
G(·)) ∈ F(πG) and φ̃κ := trH

ρH
(S̃κρ

H(·)) ∈ F(ρH) weakly-∗ converging to ω 2

and φ respectively, with R̃ι ∈ B1(HπG) and S̃κ ∈ B1(HρH ) positive unit-trace operators (see
also [104], Theorem IV.4.9 (iii), p. 208). By Lebesgue Dominated Convergence Theorem, 4

setting Rι := E(R̃ι) and Sκ := F (S̃κ), the nets (ωι)ι ⊂ SG(πG) and (φκ)κ ⊂ SH(ρH), where
ωι := trH

πG
(Rιπ

G(·)), φκ := trH
ρH

(Sκρ
H(·)), still converge to ω and φ, respectively. Notice 6

that for each pair (ι, κ), Rι ⊗ Sκ is a positive unit-trace operator, acting on HπG ⊗HρH and
reproducing ωι × φκ as a state on the whole B(HπG ⊗HρH ). Furthermore, the product state 8

ω × φ is seen at once as the weak-∗ limit of the net (ωι × φκ)ι,κ (see the proof of Proposition
4.5 of [19], p. 13, for further details). 10

Lastly, since the states of the form trH
πG⊗HρH

((R⊗ S) ·) (R ∈ B1(HπG), S ∈ B1(HρH ) positive,

unit-trace and invariant) separate the points of B(HπG ⊗ HρH ), and in particular of both 12

(πGλπG
⃝u ρH)(Ao ⃝u Bo) and (πG ⃝u λρH

ρH)(Ao ⃝u Bo), we can conclude the proof. For each
x ∈ Ao ⃝u Bo, 14

∥x∥min = sup
ω∈SG(A)
φ∈SH(B)

∥(πω ⃝u πφ)(x)∥ =

= sup
ω∈SG(πG)

φ∈SH(ρH)

∥(πω ⃝u πφ)(x)∥ =

®
∥(πGλπG ⃝u ρ

H)(x)∥ ,
∥(πG ⃝u λρH

ρH)(x)∥
16

and the proof is accomplished.

Remark II.15.2 18

Notice that the proof of the proposition above can be replicated for the twisted tensor product
πUπ ⃝u ρH or π̃G ⃝u U ρ̃ ρ̃ for π ∈ Cov(A), ρ ∈ Rep(B) or π̃ ∈ Rep(A), ρ̃ ∈ Cov(B) respectively, 20

where all the involved representations are faithful. We then can write

(πUπ ⃝u ρH)(Ao ⃝u Bo) ∼= A⃝u min B ∼= (π̃G ⃝u U ρ̃ ρ̃)(Ao ⃝u Bo) . 22

For a C∗-system (with G compact and, in our situation, also abelian) (A, G, α), notice that⊕
ω∈SG(A)

πω and
( ⊕
ω∈S(A)

πω

)G
acting on

⊕
ω∈SG(A)

Hω and
⊕

ω∈S(A)

L2(G, dg;Hω) respectively, are 24

two useful covariant, faithful representations. Apart from faithfulness, this suggests that
the covariance property is needed only for the construction of the twisted product of such 26

representations, as it is explained by the following result, which also includes the spatiality of
the min-norm. 28

Proposition II.15.3
For each fixed x ∈ Ao ⃝u Bo, all subsets of [0,+∞) 30

� ILI (x) := {∥(πU ⃝u ρ)(x)∥ : (π, U) ∈ Cov(A, G, α), ρ ∈ Rep(B)},

IRI (x) := {∥(π ⃝u Vρ)(x)∥ : π ∈ Rep(A), (ρ, V ) ∈ Cov(B, H, β)}, 32

� ILII(x) := {∥πω×φ(x)∥ : ω ∈ SG(A), φ ∈ S(B)},

IRII(x) := {∥πω×φ(x)∥ : ω ∈ S(A), φ ∈ SH(B)}, 34

� ILIII(x) :=
{∥∥((πω)Uω

⃝u πφ
)
(x)
∥∥ : ω ∈ SG(A), φ ∈ S(B)

}
,

IRIII(x) :=
{∥∥(πω ⃝u Vφπφ

)
(x)
∥∥ : ω ∈ S(A), φ ∈ SH(B)

}
36
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share the same (finite) least upper bound, which coincides with

∥(πUπ ⃝u ρ)(x)∥ and ∥(π̃ ⃝u V ρ̃ ρ̃)(x)∥ ,2

for any pair of faithful representations π ∈ Cov(A), ρ ∈ Rep(B) and π̃ ∈ Rep(A), ρ̃ ∈ Cov(B).

Proof.4

We show the equivalence among the left-handed assertions (the equivalence between the right-
handed assertions being analogous). Once done it, the equivalence between the left and6

right-handed assertions is guaranteed, as

sup ILIII(x) = sup
ω∈SG(A)
φ∈S(B)

∥((πω)Uω
⃝u πφ)(x)∥ = sup

ω∈SG(A)
φ∈SH(B)

∥((πω)Uω
⃝u πφ)(x)∥8

= sup
ω∈SG(A)
φ∈SH(B)

∥(πω ⃝u Vφ(πφ))(x)∥ = sup
ω∈S(A)
φ∈SH(B)

∥(πω ⃝u Vφ(πφ))(x)∥ = sup IRIII(x) .

Since the product functional of two states ω ∈ S(A), φ ∈ S(B) is positive whenever at10

least one is invariant (cf. Proposition II.9.1), say ω, it is a matter of routine to check that
(πω)Uω

⃝u πφ ∼ πω×φ, hence ILII(x) = ILIII(x). Clearly, sup ILIII(x) ≤ sup ILI (x), thus we are just12

left to show that sup ILI (x) ≤ sup ILII(x).
Firstly, we shall prove that if (π, U) is a covariant, not necessarily faithful, representation of14

(A, G, α) and ρ1, ρ2 are two faithful representations of B then, on Ao ⃝u Bo,

∥(πU ⃝u ρ1)(·)∥B(Hπ⊗Hρ1 )
= ∥(πU ⃝u ρ2)(·)∥B(Hπ⊗Hρ2 )

. (II.19)16

We are going to use a compression technique via orthogonal projections, as in Proposition 3.3.11
of [88] (p. 75).18

Let (Pλ)λ∈Λ ⊂ B(Hπ) be an increasing net of finite-rank projections, with nλ := rk(Pλ) ∈ N,
such that Pλ ↑ IHπ . From now on, let λ ∈ Λ be fixed. Then, the mapping20

X 7→ ∥X∥λ,ρ := ∥(Pλ ⊗ IHρ)X(Pλ ⊗ IHρ)∥B(Hπ⊗Hρ)

defines a C∗-seminorm on B(Hπ ⊗Hρ), which is a C∗-norm (actually the unique possible one),22

when restricted to (Pλ ⊗ IHρ)B(Hπ ⊗Hρ)(Pλ ⊗ IHρ) ∼= Mnλ
(C)⊗ B(Hρ).

By applying the mapping above to two faithful representations ρj of B and to operators24

Xj := (πU ⃝u ρj)
Å n∑

i=1

ai ⃝u bi

ã
, j = 1, 2, with the bi’s homogeneous, we obtain

∥∥∥∥(πU ⃝u ρ1)
Å n∑

i=1

ai ⃝u bi

ã∥∥∥∥
B(Hπ⊗Hρ1 )

= sup
λ∈Λ

∥∥∥∥(πU ⃝u ρ1)
Å n∑

i=1

ai ⃝u bi

ã∥∥∥∥
λ,ρ1

26

= sup
λ∈Λ

∥∥∥∥ n∑
i=1

Pλπ(ai)U(g∂bi)Pλ ⊗ ρ1(bi)
∥∥∥∥
B(Hπ⊗Hρ1 )

=

= sup
λ∈Λ

∥∥∥∥ n∑
i=1

Pλπ(ai)U(g∂bi)Pλ ⊗ ρ2(bi)
∥∥∥∥
B(Hπ⊗Hρ2 )

=28

= sup
λ∈Λ

∥∥∥∥(πU ⃝u ρ2)
Å n∑

i=1

ai ⃝u bi

ã∥∥∥∥
λ,ρ2

=

∥∥∥∥(πU ⃝u ρ2)
Å n∑

i=1

ai ⃝u bi

ã∥∥∥∥
B(Hπ⊗Hρ2 )

.

Applying (II.19) to the special case where (π, U) ∈ Cov(A, G, α) and ρ ∈ Rep(B) are faithful,30

ρ1 := ρ and ρ2 := ρH ,

∥(πU ⃝u ρ)(·)∥B(Hπ⊗Hρ) = ∥(πU ⃝u ρH)(·)∥B(Hπ⊗HρH
) = ∥ · ∥min ,32
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where the second equality is due to Remark II.15.2.
This allows us to conclude the proof, by showing that sup II(x) ≤ sup III(x). Indeed, consider 2

any (π, U) ∈ Cov(A, G, α) and ρ ∈ Rep(B). If we take a pair of faithful representations
π̃ ∈ Rep(A) and ρ̃ ∈ Rep(B), 4

∥(πU ⃝u ρ)(·)∥
≤max

{
∥(πU ⃝u ρ)(·)∥, ∥(πU ⃝u ρ̃H)(·)∥, ∥(π̃G

λπ̃G
⃝u ρ)(·)∥, ∥(π̃G

λπ̃G
⃝u ρ̃H)(·)∥

}
6

=
∥∥∥Ä(πU ⃝u ρ)⊕ (πU ⃝u ρ̃H)⊕ (π̃G

λπ̃G
⃝u ρ)⊕ (π̃G

λπ̃G
⃝u ρ̃H)

ä
(·)
∥∥∥

(⋆)
=∥(π ⊕ π̃G)U⊕λπ̃G

⃝u (ρ⊕ ρ̃H)(·)∥ = ∥ · ∥min = sup III(x) , 8

since (π ⊕ π̃G, U ⊕ λπ̃G) ∈ Cov(A, G, α) and ρ⊕ ρ̃H ∈ Rep(B) are both faithful. Equality (⋆) is
justified by a direct computation: with ai ∈ Ao and homogeneous bi ∈ Bo, 10∥∥∥∥(π ⊕ π̃G)U⊕λπ̃G

⃝u (ρ⊕ ρ̃H)

Å n∑
i=1

ai ⃝u bi

ã∥∥∥∥
=

∥∥∥∥ n∑
i=1

(
π(ai)U(g∂bi)⊕ π̃G(ai)λ

π̃
G(g∂bi)

)
⊗
(
ρ(bi)⊕ ρ̃H(bi)

) ∥∥∥∥ 12

=

∥∥∥∥Å(πU ⃝u ρ)⊕ (πU ⃝u ρ̃H)⊕ (π̃G
λπ̃G
⃝u ρ)⊕ (π̃G

λπ̃G
⃝u ρ̃H)

ãÅ n∑
i=1

ai ⃝u bi

ã∥∥∥∥ .
By passing to the least upper bound on every (π, U) ∈ Cov(A, G, α) and ρ ∈ Rep(B), we get 14

sup II(x) ≤ sup III(x).

An immediate consequence of the above result is the following 16

Corollary II.15.4
Every product state in

(
SG(A)× S(B)

)
∪
(
S(A)× SH(B)

)
on Ao ⃝u Bo extends to a state on 18

the whole A⃝u min B.

II.16. Isometric extensions 20

This section is devoted to the isometric extensions of

� the right and left factoring-out mappings R and L in (II.1) to both the minimal and 22

maximal twisted C∗-completions, using (II.8), (II.9), (II.10), (II.11) and (II.12) to define
the appropriate actions and bicharacters 24

� the algebraic isomorphism Proposition II.7.4 w.r.t. the minimal C∗-completion

Let us start with R and L. 26

Proposition II.16.1
The factoring-out mappings R and L in (II.1) extend to ∗-isomorphisms of the following 28

C∗-algebras:

Rγ : (A1 ⃝u1 γ B)⊕ (A2 ⃝u2 γ B)→ (A1 ⊕ A2)⃝u γ B , 30

Lγ : (A⃝u1 γ B1)⊕ (A⃝u2 γ B2)→ A⃝u γ (B1 ⊕B2) ,

where γ ∈ {∥ ∥min, ∥ ∥max}. 32
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Proof.
Let us prove these facts for R, bearing in mind that a similar proof holds for L too. We start2

with γ = ∥ ∥min, by exploiting Proposition II.15.3.
Let πk ∈ Rep(Ak), ρ ∈ Rep(B) be three faithful representations on Hk (k = 1, 2) and Hρ,4

respectively. Therefore, the triplet

(πG1
1 ⊕ πG2

2 , λπ1G1
⊕ λπ2G2

,H
π
G1
1
⊕H

π
G2
2

)6

defines a faithful covariant representation of (A1⊕A2, G1×G2, α1⊕α2). By Proposition II.15.3,
for ak,i ∈ (Ak)o and homogeneous bi, Bj ∈ Bo, where i = 1, . . . ,m, j = 1, . . . , n, we have8 ∥∥∥∥RÅ m∑

i=1

a1,i ⃝u bi,
n∑
j=1

a2,j ⃝u Bj

ã∥∥∥∥
min

=

∥∥∥∥ m∑
i=1

(a1,i, 0)⃝u bi +
n∑
j=1

(0, a2,j)⃝u Bj

∥∥∥∥
min

=

∥∥∥∥ m∑
i=1

(πG1(a1,i)⊕ 0)(λπG1
⊕ λπG2

)(g∂bi)⊗ ρ(bi)10

+
n∑
j=1

(0⊕ πG2(a2,j))(λ
π
G1
⊕ λπG2

)(g∂Bj
)⊗ ρ(Bj)

∥∥∥∥
B((H

πG1
⊕H

πG2
)⊗Hρ)

where, for each homogeneous b ∈ Bo, g∂b ∈ G1 ×G2 is uniquely determined by the condition12

evg∂b
(σ1, σ2) = u((σ1, σ2), ∂b), (σ1, σ2) ∈ Ĝ1 × Ĝ2. Notice also that there exists a unique pair

(g1,∂b, g2,∂b) ∈ G1 × G2 such that evg1,∂b(σ1) = u1(σ1, ∂b) for every σ1 ∈ Ĝ1 and evg2,∂b(σ2) =14

u2(σ2, ∂b) for every σ2 ∈ Ĝ2. It straightforwardly results that g∂b = (g1,∂b, g2,∂b) ∈ G1 ×G2 for
every homogeneous b ∈ Bo.16

Collecting all together and setting H := (H
π
G1
1
⊗Hρ)⊕ (H

π
G2
2
⊗Hρ), we get

∥∥∥∥RÅ m∑
i=1

a1,i ⃝u bi,
n∑
j=1

a2,j ⃝u Bj

ã∥∥∥∥
min

=18

=

∥∥∥∥∥
(

m∑
i=1

πG1(a1,i)λ
π
G1

(g1,∂bi)⊗ ρ(bi)

)
⊕

(
n∑
j=1

πG2(a2,j)λ
π
G2

(g2,∂Bj
)⊗ ρ(Bj)

)∥∥∥∥∥
B(H)

=

=

∥∥∥∥ m∑
i=1

πG1(a1,i)λ
π
G1

(g1,∂bi)⊗ ρ(bi)

∥∥∥∥
B(H

π
G1
1

⊗Hρ)

20

∨∥∥∥∥ n∑
j=1

πG2(a2,j)λ
π
G2

(g2,∂Bj
)⊗ ρ(Bj)

∥∥∥∥
B(H

π
G2
2

⊗Hρ)

=

=

∥∥∥∥ m∑
i=1

a1,i ⃝u bi

∥∥∥∥
min

∨∥∥∥∥ n∑
j=1

a2,j ⃝u Bj

∥∥∥∥
min

22

that is, R can be isometrically extended to a ∗-isomorphism of C∗-algebras

Rmin : (A1 ⃝u1 min B)⊕ (A2 ⃝u2 min B)→ (A1 ⊕ A2)⃝u min B .24

As concerns γ = ∥ ∥max, we will make use of Theorem II.14.1. The ∗-homomorphisms

RA1(a1) := R(a1 ⃝u 1B, 0) = (a1, 0)⃝u 1B, a1 ∈ (A1)o26

R1,B(b) := R(1A1
⃝u b, 0) = (1A1 , 0)⃝u b, b ∈ Bo28
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satisfy the relation R1,B(b)RA1(a1) = u1(a1, b)RA1(a1)R1,B(b) for every homogeneous a1 ∈ (A1)o,
b ∈ Bo. Likewise, 2

RA2(a2) := R(0, a2 ⃝u 1B) = (0, a2)⃝u 1B, a2 ∈ (A2)o
4

R2,B(b) := R(0,1A2
⃝u b) = (0,1A2)⃝u b, b ∈ Bo

satisfy the equality R2,B(b)RA2(a2) = u2(a2, b)RA2(a2)R2,B(b) for every homogeneous a2 ∈ (A2)o, 6

b ∈ Bo.
By the universal property of the maximal C∗-completion, there exist unique ∗-homomorphisms 8

of C∗-algebras
R1,max : A1 ⃝u1 max B→ (A1 ⊕ A2)⃝u max B 10

R2,max : A2 ⃝u2 max B→ (A1 ⊕ A2)⃝u max B 12

such that R1,max(a1⃝u b) = RA1(a1)R1,B(b) = R(a1⃝u b, 0) and R2,max(a2⃝u b) = RA2(a2)R1,B(b) =
R(0, a2 ⃝u b) for every a1 ∈ (A1)o, a2 ∈ (A2)o, b ∈ Bo. It follows that Rmax(x, y) := R1,max(x) + 14

R2,max(y) for every x ∈ A1⃝u1 maxB, y ∈ A2⃝u2 maxB is a ∗-homomorphism, the unique contractive
extension of R to the maximal C∗-completions. Precisely, 16∥∥∥∥RÅ m∑

i=1

a1,i ⃝u bi,
n∑
j=1

a2,j ⃝u Bj

ã∥∥∥∥
max

≤
∥∥∥∥ m∑
i=1

a1,i ⃝u bi

∥∥∥∥
max

∨∥∥∥∥ n∑
j=1

a2,j ⃝u Bj

∥∥∥∥
max

for a1,i ∈ (A1)o, a2,j ∈ (A2)o, bi, Bj ∈ Bo. We are left to show the converse inequality 18∥∥∥∥ m∑
i=1

a1,i ⃝u bi

∥∥∥∥
max

∨∥∥∥∥ n∑
j=1

a2,j ⃝u Bj

∥∥∥∥
max

= sup
π∈Rep((A1)o⃝uBo)
ρ∈Rep((A2)o⃝uBo)

∥∥∥∥πÅ m∑
i=1

a1,i ⃝u bi

ã
⊕ ρ
Å n∑

j=1

a2,j ⃝u Bj

ã∥∥∥∥ 20

≤ sup
σ∈Rep((A1⊕A2)o⃝uBo)

∥∥∥∥(σ ◦R)

Å m∑
i=1

a1,i ⃝u bi

ã
+ (σ ◦R)

Å n∑
j=1

a2,j ⃝u Bj

ã∥∥∥∥
=

∥∥∥∥RÅ m∑
i=1

a1,i ⃝u bi,
n∑
j=1

a2,j ⃝u Bj

ã∥∥∥∥
max

22

since for a fixed σ ∈ Rep((A1 ⊕ A2)o ⃝u Bo), σ ◦ R|(Ak)o⃝uBo ∈ Rep((Ak)o ⃝u Bo), k = 1, 2 (not
necessarily in direct sum). The proof is then accomplished. 24

Remark II.16.2
When G1 = G2 =: G (H1 = H2 =: H) and u1 = u2 =: u, an analogous result can be achieved 26

by using the diagonal action of G (H), i.e.

(A1 ⃝u γ B)⊕ (A2 ⃝u γ B) ∼= (A1 ⊕ A2)⃝u γ B , 28

(A⃝u γ B1)⊕ (A⃝u γ B2) ∼= A⃝u γ (B1 ⊕B2)

where γ ∈ {∥ ∥min, ∥ ∥max}. 30

Proof.
By the previous proposition, it suffices to show that (A1⊕A2)⃝w (f)

γ B ∼= (A1⊕A2)⃝u (d)
γ B, where 32

on the left-hand side A1⊕A2 is acted upon by G×G (via the full action f) whereas on the right-

hand side by G (via the diagonal action d) and w((σ1, σ2), τ) := u(σ1σ2, τ) (σ1, σ2 ∈ Ĝ, τ ∈ “H). 34
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Clearly, (A1 ⊕ A2)o ⃝w (f) Bo
∼= (A1 ⊕ A2)o ⃝u (d) Bo as involutive algebras, hence their maximal

completions (defined as lower upper bounds on all their respective representations) must coincide.2

As concerns their minimal completions, notice that the fixed point algebras (A1 ⊕ A2)
G,d and

(A1 ⊕ A2)
G×G,f are the same, hence4

∥ · ∥min,f = sup
ω∈SG×G(A1⊕A2)

φ∈SH(B)

∥πω×φ(·)∥ = sup
ω∈SG(A1⊕A2)
φ∈SH(B)

∥πω×φ(·)∥ = ∥ · ∥min,d .

We now pass to the algebraic isomorphism in Proposition II.7.4.6

Proposition II.16.3
Under the notation introduced before Proposition II.7.4, for every C∗-norm γ,8

(AL)oo ⃝und (BR)oo is γ-dense in (AL)o ⃝und (BR)o. In particular,

AG ⃝u min BH
∼= AL ⃝undmin BR .10

Proof.

Firstly, observe that (AL)oo is dense in (AL)o and (BR)oo is dense in (BR)o, for
n∑
i=1

ai ⃝und bi ∈12

(AL)o ⃝und (BR)o. For fixed finite families (ai)
n
i=1 ∈ (AL)o, (bi)

n
i=1 ∈ (BL)o and ε > 0, there exist

(ai,ε)
n
i=1 ∈ (AL)oo, (bi,ε)

n
i=1 ∈ (BL)oo s.t. ∥ai−ai,ε∥A, ∥bi−bi,ε∥B ≤ ε for every i = 1, . . . , n. Since14

γ is sub-cross (cf. (i’) in Remark II.11.4),∥∥∥∥∥
n∑
i=1

ai ⃝und bi −
n∑
i=1

aε,i ⃝und bε,i

∥∥∥∥∥
γ

≤
n∑
i=1

Å
∥ai − aε,i∥A∥bi∥B + ∥aε,i∥A∥bi − bε,i∥B

ã
≤16

≤ ε

(
nε+

n∑
i=1

(∥ai∥A + ∥bi∥B)

)
.

hence (AL)oo ⃝und (BR)oo is γ-dense in (AL)o ⃝und (BR)o. On the other hand, the two C∗-norms18

∥ · ∥min,(G,H) = sup
ω∈SG(A)
φ∈SH(B)

∥πω×φ(·)∥

20

∥ · ∥min,(L,R) = sup
ω∈S

L⊥ (A)

φ∈S
R⊥ (B)

∥πω×φ(·)∥

coincide on (AL)o ⃝und (BR)o. Indeed, evidently ∥ · ∥min,(G,H) ≤ ∥ · ∥min,(L,R). On the other22

hand, ∥ · ∥min,(G,H) is a compatible C∗-norm on (AL)o ⃝und (BR)o therefore by Theorem II.12.3
∥ · ∥min,(L,R) ≤ ∥ · ∥min,(G,H).24

Now, by Proposition II.7.4 (AG)o ⃝u (BH)o ∼= (AL)oo ⃝und (BR)oo, hence (AG)o ⃝u (BH)o is dense
in (AL)o ⃝und (BR)o w.r.t. ∥ · ∥min,(G,H). It follows that26

AG ⃝u min BH
∼= AL ⃝undmin BR .

The rational rotation C∗-algebra gives a pedagogical example of the construction above. Let28

G = H = T acting on A = B = C(T) via the usual rotation αz(f) = βz(f) = f(z ·),
for each z ∈ T, f ∈ C(T). Let u ∈ S(Z) defined by u(x, y) := ei2π

m
n
xy (x, y ∈ Z) with30

m,n ∈ N, gcd(m,n) = 1. Then, L = R = Rad(u) = nZ so that

� L⊥ = R⊥ ∼= Zn ⊴ T and L̂ = R̂ ∼= T/Zn32
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� und : Zn × Zn → T, und(x, y) = ei
2π
n
mxy, x, y ∈ Zn

� (C(T)T)o = ∔
k∈Z

Czk 2

� (C(T)nZ)o = C(T)nZ =
n−1⊕
j=0

∔
k∈Z

Czj+kn and (C(T)nZ)oo =
n−1⊕
j=0

∔
k∈Z

Czj+kn

and in view of Proposition II.16.3, C(T)T ⃝u min C(T)T ∼= C(T)nZ ⃝undmin C(T)nZ. 4

II.17. About nuclearity 6

Recall that a C∗-algebra A is nuclear if it satisfies one of the following equivalent properties:

� ∥ · ∥min = ∥ · ∥max on A⊗B for every C∗-algebra B 8

� IA ∈ Aut(A) approximately factors through full matrix algebras in the strong (i.e. point-
norm) topology of B(A): 10

∥(ψn ◦ φn)(a)− a∥ n↑+∞−−−→ 0, a ∈ A

for contractive, c.p. maps A
φn−←−−−−→−
ψn

Mkn(C) 12

� its enveloping von Neumann algebra A′′ is injective

� A is an amenable Banach algebra 14

Examples of nuclear C∗-algebras are the abelian ones (∼= Co(X) for some locally compact,
Hausdorff space X), (approximately) finite-dimensional C∗-algebras, type I C∗-algebras (i.e. 16

all their non-degenerate factor representations are irreducible) and group C∗-algebras C∗f (G)
(∼= C∗r (G)) for G amenable, locally compact and Hausdorff. 18

In this section, we prove that there exists a unique compatible C∗-norm on Ao⃝u Bo if and only
if either A or B is a nuclear C∗-algebra, in which case A⃝u min B ∼= A⃝u max B. This result is 20

directly accomplished by Corollary 7.7 in [70] (p. 314), if we show that our construction of
the min and max-norm is equivalent to the one in [57] and in [70], respectively. The approach 22

of the two mentioned papers is very general, as they deal with C∗-quantum groups instead of
classical ones. For the convenience of the reader, here we briefly sketch their construction. We 24

are given three data:

(1) two C∗-algebraic quantum groups G := (G,∆G) and H := (H,∆H) (here, G is a C∗-algebra 26

and ∆G ∈ Mor(G,G⊗minG) := {ϕ : G→M(G⊗minG) : ϕ non-degenerate ∗-homomorphism}
given in Theorem 2 of [73] (p. 44) and similarly for (H,∆H)); 28

(2) a bicharacter u ∈ UM(“G⊗min Ĥ) (unitary group of the multiplier algebra of “G⊗min Ĥ);

(3) two continuous right coactions δα ∈ Mor(A,A⊗min G) and δβ ∈ Mor(B,B⊗min H) of G 30

and H on C∗-algebras A and B, respectively.
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The spatial twisted tensor product is then built out of two non-degenerate representations on
the same Hilbert space H2

G B(H)

H

π

ρ

satisfying a certain commutation relation involving the bicharacter u and two unitary multipliers4

WG ∈ UM(“G⊗min G) and WH ∈ UM(Ĥ⊗min H) giving rise to the quantum groups G and H
according to Theorem 2 in [73] (p. 44). The commutation relation mimics the Heisenberg’s6

CCR in the Weyl form, that is why (π, ρ) is called a Heisenberg pair. By using Baaj-Skandalis
leg numbering notation (cf. [5]), the spatial twisted tensor product is defined as8

A⊠u
min B := ιA(A) · ιB(B) ,

where10

a [(idA ⊗ π)(δα(a))]13

A M(A⊗min B⊗min K(H))

B
[
(idB ⊗ ρ)(δβ(b))

]
23

b

ιA

ιB

In [57], it is also shown that A⊠u
min B does not depend on the choice of the Heisenberg pair12

(π, ρ).
The point is that the construction significantly simplifies when the involved C∗-quantum groups14

are classical ones. In addition, it allows to discover and prove much more properties. Indeed, if
G := (C0(G),∆G) and H := (C0(H),∆H), where G,H are locally compact abelian groups and16

∆G : C0(G)→ C0(G2)

f 7→ [(g, g′) 7→ f(gg′)]

is the usual co-multiplication of C0(G) (analogously, for C0(H)), we have that18

UM(’C0(G)⊗min
÷C0(H)) =UM(C∗(G)⊗min C

∗(H))

=UM(C0(Ĝ)⊗min C0(“H)) = C(Ĝ× “H,T) ,20

whence
u ∈ B(Ĝ× “H) ⊂ C(Ĝ× “H,T) .22

Furthermore, the coaction δα : A→M(A⊗min C0(G)) ∼= Cb(G,A) bijectively corresponds to a
strongly continuous action α of G on A by the formula αg(a) := δα(a)(g) ∈ A (g ∈ G), so that24

the triplet (A, G, α) is merely a C∗-system. We shall suppose A unital from now on, so that
δα is a unital ∗-homomorphism and C1A ⊂ AG. In the same way, we get a (unital) C∗-system26

(B, H, β). If G,H are also compact, A and B are respectively Ĝ-graded and “H-graded, with

Ĝ, “H necessarily discrete, and the above-mentioned Heisenberg-type commutation relation28

becomes
ρU(σ)ρV (τ) = u(σ, τ)ρV (τ)ρU(σ), σ ∈ Ĝ, τ ∈ “H30

where ρU : C(G)→ B(H) (respectively, ρV : C(H)→ B(H)) is the integrated form of a suitable
strongly continuous unitary representation of G (respectively, H). Notice that, by compactness32

of G, Ĝ ⊂ C(G) (even more, Ĝ is a total subset of C(G), by Stone-Weierstrass density theorem).
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The mapping U : Ĝ ∋ σ 7→ ρU(σ) =

ˆ

G

σ(g)Ugdg ∈ U(H) is a strongly continuous unitary

representation of Ĝ on H, and similarly for V : “H ∋ τ 7→ ρV (τ) ∈ U(H), so that the Heisenberg- 2

type relation boils down to

UσVτ = u(σ, τ)VτUσ, σ ∈ Ĝ, τ ∈ “H . (II.20) 4

In other words, an Heisenberg pair for (C0(G), C0(H)) is nothing else than a pair of unitary

representations (U,V) (of Ĝ and “H, respectively) acting on the same Hilbert space and 6

satisfying relation (II.20). Lastly,

A⊠u
min B = {(idA ⊗ ρU)(g 7→ αg(a))13(idB ⊗ ρV )(h 7→ βh(b))23}a∈A,b∈B 8

=
î
{(idA ⊗ ρU)(aσ ⊗ σ)13(idB ⊗ ρV )(bτ ⊗ τ)23}σ∈“G,τ∈“Hó

=
î
{(aσ ⊗Uσ)13(bτ ⊗Vτ )23}σ∈“G,τ∈“Hó 10

=
î
{aσ ⊗ bτ ⊗UσVτ}σ∈“G,τ∈“Hó ⊂ A⊗min B⊗min B(H) .

To show that A⊠u
min B is isomorphic to A⃝u min B, we need Theorems 4.1, 4.2 and Equation 12

(4.2) in [57] which will be condensed and reformulated in our classical group framework in the
following statement. Henceforth, G and H will be compact abelian groups. 14

Theorem II.17.1
Let (π, U,H) and (ϕ, V,L) be faithful covariant representations of (A, G, α) and (B, H, β), 16

respectively. Set Z := (ρU ⊗ ρV )(u)∗ ∈ U(H⊗L) (recall that u ∈ UM(C∗(G)⊗min C
∗(H))). If®

Π: a ↪→ π(a)⊗ IL ,
Φ: b ↪→ Z(IH ⊗ ϕ(b))Z∗ ,

18

then there exists a unique faithful representation Ψ: A⊠u
min B ↪→ B(H⊗L) s.t. each triangle

of the diagram 20

A A⊠u
min B B

B(H⊗L)

ιA

Π Ψ

ιB

Φ

commutes. In particular, Ψ(aσ ⊗ bτ ⊗ ρU (σ)ρV (τ)) = (πU ⃝u ϕ)(aσ ⊗ bτ ) for every σ ∈ Ĝ, τ ∈ “H. 22

Proof.
The first part of the theorem corresponds to Theorems 4.1, 4.2 and Equation (4.2) in [57]. We 24

are left to show the last equality. Firstly, notice that

u =
∑“G,“H u(σ, τ)1σ ⊗ 1τ ∈ C(Ĝ× “H,T) = UM(C0(Ĝ× “H)) . 26

In general, the finest common topology w.r.t. which the sum converges is the strict one on
Cb(Ĝ × “H) = M(C0(Ĝ × “H)): for every f ∈ C0(Ĝ × “H) and ε > 0, by the very definition of 28

C0(Ĝ× “H) there must exist a finite set Fε ∈ F(Ĝ× “H) such that∥∥∥∥Åu−∑
Fε

u(σ, τ)1σ ⊗ 1τ

ã
f

∥∥∥∥
∞,“G×“H = 30

= sup
(x,y)∈“G×“H |(u(x, y)− u(x, y)1Fε(x, y))f(x, y)| = ∥f∥∞,Fε ≤ ε .
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As an element of M(C∗(G)⊗min C
∗(H)) ⊂ (C∗(G)⊗min C

∗(H))′′ ⊂ B(L2(G)⊗ L2(H)),

u =
∑“G,“H u(σ, τ)

ˆ

G

σ(g)λgdg︸ ︷︷ ︸
ρλ(σ)=σ ∗

⊗
ˆ

H

τ(h)λhdh︸ ︷︷ ︸
ρλ(τ)=τ ∗

2

where the sum is strictly convergent8.
Now, ρU⊗ρV : C∗(G)⊗minC

∗(H)→ B(H⊗L) is a non-degenerate representation (in other words,4

ρU ⊗ ρV ∈ Mor(C∗(G)⊗minC
∗(H),K(H⊗L))) and hence continuous if both C∗(G)⊗minC

∗(H)
and B(H ⊗ L) are endowed with the strict topology (on bounded subsets of B(H ⊗ L), it is6

nothing but the σ-strong∗ topology). Since C∗(G)⊗min C
∗(H) is strictly dense in its multiplier

algebra, ρU ⊗ ρV extends to a strict-strict continuous representation8

ρU ⊗ ρV : M(C∗(G)⊗ C∗(H))→ B(H⊗L) .

Also, notice that it is the restriction to M(C∗(G) ⊗ C∗(H)) of the unique normal extension10

(ρU ⊗ ρV )′′ : (C∗(G)⊗ C∗(H))′′ → B(H⊗L). It follows that the sum

U(H⊗L) ∋ Z∗ =
∑“G,“H u(σ, τ)

ˆ

G

σ(g)Ugdg︸ ︷︷ ︸
ρU (σ)

⊗
ˆ

H

τ(h)Vhdh︸ ︷︷ ︸
ρV (τ)

12

converges in the strict/σ-strong∗ topology of B(H⊗ L). It is easy to see that Z∗(ξχ ⊗ ηζ) =

u(χ, ζ)ξχ ⊗ ηζ for every χ ∈ Ĝ, ζ ∈ “H. At this stage, recall that ιA : aσ 7→ aσ ⊗ 1B ⊗ ρU (σ) and14

ιB : bτ 7→ 1A ⊗ bτ ⊗ ρV (τ), therefore by the first part of the theorem,®
Ψ: aσ ⊗ 1B ⊗ ρU(σ) 7→ [π(aσ)⊗ IL : ξχ ⊗ ηζ 7→ π(aσ)ξχ ⊗ ηζ ]
Ψ: 1A ⊗ bτ ⊗ ρV (τ) 7→ [Z(IH ⊗ ϕ(bτ ))Z

∗ : ξχ ⊗ ηζ 7→ U(gτ )ξχ ⊗ ϕ(bτ )ηζ ]
16

Juxtaposing the two factors, we get

Ψ: aσ ⊗ bτ ⊗ ρU(σ)ρV (τ) 7→ [ξχ ⊗ ηζ 7→ π(aσ)U(gτ )ξχ ⊗ ϕ(bτ )ηζ ]18

Since the sets {ξχ}χ∈“G ⊂ H and {ηζ}ζ∈“H ⊂ L are total, for every σ ∈ Ĝ and τ ∈ “H we have

Ψ(aσ ⊗ bτ ⊗ ρU(σ)ρV (τ)) = (πU ⃝u ϕ)(aσ ⃝u bτ )20

as bounded linear operators of H⊗L.

It is worth noticing that the only step of the proof where the covariance of (ϕ, V,L) takes place22

is when computing

Φ(bτ )(ξχ ⊗ ηζ) = Z(IH ⊗ ϕ(bτ ))Z
∗(ξχ ⊗ ηζ) = U(gτ )ξχ ⊗ ϕ(bτ )ηζ ,24

where the right-hand side perfectly makes sense even when ϕ is not covariant: gτ is determined
by the degree of bτ only, while ϕ(bτ ) can even be non-homogeneous. For this reason, in26

Theorem II.17.1 one can drop the hypothesis of covariance of (ϕ, V,L), bypass the definition

of Z ∈ U(H⊗ L) and directly define Φ: bτ 7→ U(gτ )⊗ ϕ(bτ ), τ ∈ “H, which uniquely extends28

to a representation of B as already observed. This chance makes it clear once more why our
definition of πU ⃝u ϕ does not actually need a unitary representation V of H on L s.t. (ϕ, V ) is30

covariant. We are now ready for the first main result of this section.

8The symbol ∗ in the previous formula denotes the convolution product.
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Theorem II.17.2
A⊠u

min B
∼= A⃝u min B. 2

Proof.
On the one hand, by Theorem II.17.1 and the above considerations, two faithful representations 4

(π, U) ∈ Cov(A, G, α) and ϕ ∈ Rep(B) give rise to a faithful representation Ψ of A⊠u
min B. On

the other hand, by our characterization of the spatial C∗-norm, the same (π, U) and ϕ give rise 6

to a faithful representation πU ⃝u ϕ of A⃝u min B. Again by Theorem II.17.1,

A⊠u
min B

∼= im(Ψ) = im(πU ⃝u ϕ) ∼= A⃝u min B 8

and the proof is accomplished.

The previous theorem also generalizes Theorem 6.1 in [57] (p. 31) which shows that when A,B 10

are Z2-graded C∗-algebras, A⊠u
min B is isomorphic to the Kasparov’s skew-commutative tensor

product (see [49]). 12

Let us turn to the maximal twisted tensor product defined in [70]. Again, a Heisenberg pair
(π, ρ) is needed (actually, an anti-Heisenberg one) and the maximal twisted tensor product is 14

defined as
A⊠u

max B := jA,u(A) · jB,u(B) , 16

where (jA,u, jB,u,B(Hu)) is a commutative representation of (A, δα) and (B, δβ), that is

(1) jA,u : A→ B(Hu) and jB,u : B→ B(Hu) are non-degenerate representations , 18

(2) [(jA,u ⊗ π)(δα(a)), (jB,u ⊗ ρ)(δβ(b))]B(Hu⊗H) = 0 (a ∈ A, b ∈ B)

and it is an initial object in the category of all the commutative representations and their 20

morphisms. Again, all technical difficulties in defining the maximal twisted tensor product
vanish in the case when G := (C(G),∆G) and H := (C(H),∆H), where G,H are compact 22

abelian groups and A,B are unital. On the one hand, the anti-Heisenberg relation becomes

UσVτ = u(σ, τ)VτUσ, σ ∈ Ĝ, τ ∈ “H , 24

with (U,V) unitary representations of Ĝ and “H respectively, acting on the same Hilbert space.
On the other hand, 26

[jA,u(aσ)⊗Uσ, jB,u(bτ )⊗Vτ ]B(Hu⊗H) = 0, σ ∈ Ĝ, τ ∈ “H ,

which reduces to 28

jA,u(aσ)jB,u(bτ ) = u(σ, τ)jB,u(bτ )jA,u(aσ), σ ∈ Ĝ, τ ∈ “H .

A possible choice for jA,u and jB,u are the bounded extensions of πu(·⃝u 1B) to A and of πu(1A⃝u ·) 30

to B respectively, where πu :=
⊕

S(Ao⃝uBo)

πf is the universal representation of Ao⃝u Bo. With this

in mind, we obtain the second main result of this section. 32

Theorem II.17.3
A⊠u

max B
∼= A⃝u max B ∼= C∗(Ao ⃝u Bo). 34

Proof.
A⊠u

max B = πu(· ⃝u 1B) · πu(1A ⃝u ·) = πu(A⃝u max B) ∼= A⃝u max B, where the second equality 36

is due to Theorem II.14.1. Moreover, by our characterization of the max-norm, A⃝u max B ∼=
C∗(Ao ⃝u Bo). 38
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All things considered, we reach the third (and last) main result of this section.

Theorem II.17.42

The involutive algebra Ao ⃝u Bo admits a unique compatible C∗-norm if and only if either A or
B is nuclear or, equivalently, if and only if AG or BH , in which case A⃝u min B ∼= A⃝u max B.4

Proof.
The “if” part is a straightforward application of Theorem II.17.2 and Theorem II.17.3, together6

with point (2) of Corollary 7.7 in [70] (p. 314). The “only if” part is promptly explained. By
A⃝u min B ∼= A⃝u max B, we have that AG ⊗min B

H ∼= AG ⊗max B
H . Then, by Theorem 3.8.7 in8

[88] (p. 104) either AG or BH is nuclear, or equivalently (by Theorem 4.5.2 in [88], p. 134)
either A or B is nuclear. In such a case, by Theorem II.12.3 and Proposition II.14.2, Ao ⃝u Bo10

admits a unique compatible C∗-norm.

Remark II.17.512

The theorem above significantly generalizes Proposition II.12.2. As a last consideration, we
observe that both A⃝u minB and A⃝u maxB can be regarded as Rieffel deformations (in Kasprzak’s14

sense, [50]) of their respective usual tensor products w.r.t. a suitable 2-cocycle, see Theorem
6.2 in [57] (p. 33) for the spatial case, Theorem 7.10 in [70] (p. 316) for the maximal one.16

II.18. The Klein transformation

The Klein-Jordan-Wigner transformation (here simply called Klein transformation) plays a18

crucial role in quantum theories: it allows to pass from operators acting on a common Hilbert
space and enjoying the Canonical Anticommutation Relations (i.e. Fermi elementary fields) to20

others, acting on the same space but now satisfying the Canonical Commutation Relations (i.e.
Bose elementary fields), see e.g. [103]. The implementation of such a transformation is that22

introduced in (II.13) and (II.14) to build the twisted tensor product of representations. When
implementable, it realizes a ∗-isomorphism between A⃝u min B and A⊗min B (see e.g. [49], [31],24

[57]), then “straightening” the twisted product. Not only that, it may have natural applications
in quantum probability and information theory, since it preserves the product states as we26

will show below. Hence, it turns out logical to investigate the chance of implementing such a
transformation in a general twisted setting.28

We start with a C∗-system (A, G, α), and say that the action αg is inner if the following
properties are satisfied:30

(a) there is a unitary representation G ∋ g 7→ u(g) ∈ U(A) such that

αg(a) = u(g)au(g−1) , a ∈ A, g ∈ G :32

(b) such a representation G ∋ g 7→ u(g) ∈ U(A) is continuous when A is equipped with the
seminorms34

pπ,ξ(a) := ∥π(a)ξ∥ , π ∈ Rep(A), ξ ∈ Hπ .

Let ω ∈ SG(A), and consider its GNS representation (πω,Hω, ξω). By assumption, the action α36

is implemented by the representation g 7→ πω(u(g)), which is continuous in the strong operator
topology, hence by Proposition II.15.3 we get38

∥x∥min = sup
ω∈SG(A)
φ∈SH(B)

∥∥((πω)πω(u) ⃝u πφ
)
(x)
∥∥ , x ∈ A⃝u min B
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for every other C∗-system (B, H, β). We also note that u(G) ⊂ AG because

u(h) = u(g)u(h)u(g−1) = αg(u(h)) , g, h ∈ G . 2

After setting uτ := u(gτ ), τ ∈ “H and gτ defined in (II.13), we have

uι = u(eG) = 1A, (uτ )
∗ = uτ−1 , uτ1uτ2 = uτ1τ2 , τ, τ1, τ2 ∈ “H , 4

that is {uτ : τ ∈ “H} ⊂ U(AG) realizes a representation of “H in U(AG).
On the generators in Ao ⊙Bτ , define 6

Ao ⊙Bτ ∋ a⃝u b 7→ κo(a⃝u b) := (auτ )⊗ b ∈ Ao ⊗Bo , (II.21)

and extend it by linearity to the whole Ao ⃝u Bo. As seen in the proof of Proposition II.8.1, κo 8

is well defined.

Theorem II.18.1 10

Let (A, G, α) and (B, H, β) be C∗-systems such that α is inner. Then, the map in (II.21)
extends to a ∗-isomorphism 12

κ : A⃝u min B→ A⊗min B

satisfying 14

(iL) κt
(
ψω,φ) = ω × φ for every ω ∈ S(A), ω ∈ SH(B);

(ii) (α⊗min β) ◦ κ = κ ◦
(
α⃝u min β

)
. 16

Proof.
We sketch the proof, leaving the algebraic details to the reader. 18

For x, y ∈ Ao ⃝u Bo, we first notice that

κo(xy) = κo(x)κo(y) , κo(x
∗) = κo(x)† . 20

If ω ∈ S(A), φ ∈ SH(B), a ∈ Ao and b ∈ Bo is homogeneous, we compute:

ψω,φ(κo(a⃝u b)) = ψω,φ
(
(au∂b)⊗ b

)
= ω(a)φ(b)δ∂b,ι = (ω × φ)(a⃝u b) (II.22) 22

by recalling that uι = 1A. Summarising, κo is a ∗-isomorphism between Ao ⃝u Bo and Ao ⊗Bo

sending product states with invariant right marginal onto product states of the same form. By 24

the above considerations and applying (II.22), we also get

∥κo(x)∥min,⊗ = sup
ω∈SG(A)
φ∈SH(B)

∥∥πψω,φ(κo(x))
∥∥ 26

= sup
ω∈SG(A)
φ∈SH(B)

∥∥((πω)πω(u) ⃝u πφ
)
(x)
∥∥ = ∥x∥min,⃝u

for each x ∈ Ao⃝u Bo. Therefore, κo realizes an isometric ∗-isomorphism (w.r.t the corresponding 28

min-norms) between Ao ⃝u Bo and Ao ⊗Bo, the extension of which realizes a ∗-isomorphism
between A⃝u min B and A⊗min B. 30

We now notice that (iL) directly follows from (II.22). As regards (ii), the product action α× β,
is meaningful on both the tensor products (see Corollary II.15.4, Proposition II.11.2). Therefore, 32

it is enough to check (ii) on elements of the form a⃝u b, b homogeneous. For such a purpose, we
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recall that the uτ ’s are α-invariant and that ∂(βh(b)) = ∂b for b homogeneous and h ∈ H, so we
compute:2

(αg ⊗min βh)
(
κ(a⃝u b)

)
=(αg ⊗min βh)

(
(au∂b)⊗ b) = αg(au∂b)⊗ βh(b)

=αg(a)u∂b ⊗ βh(b) = αg(a)u∂βh(b) ⃝u βh(b)4

=κ
(
(αg ⃝u min βh)(a⃝u b)

)
, g ∈ G, h ∈ H

and the proof is accomplished.6

The case corresponding to an inner action β on B is handled exactly in the same way. Indeed, if
β is implemented by a unitary representation H ∋ h 7→ v(h) ∈ U(B), by using the construction8

in (II.14) and setting vσ := v(σh) (σ ∈ Ĝ), now the Klein transformation assumes the form

Aσ ⊙Bo ∋ a⃝u b 7→ κo(a⃝u b) := a⊗ (vσb) ∈ Ao ⊗Bo .10

for each σ ∈ Ĝ. The new Klein transformation again satisfies (ii) in Theorem II.18.1, and

(iR) κt
(
ψω,φ) = ω × φ for every ω ∈ SG(A), ω ∈ S(B)12

instead of (iL).



Chapter III

Symmetric states for Klein C∗-chains 2

III.1. Introduction

In Classical Probability, a sequence of random variables (Xj)j∈N is said to be exchangeable (or 4

symmetric) when the joint distribution of the sequence is invariant under all the permutations
which swap the indices of a finite number of variables Xj’s. Explicitly, if for every j ∈ N 6

Xj : (Ω,F ,P)→ (E, E)

is a r.v. from a probability space (Ω,F ,P) consisting of a set Ω (sample space), a σ-algebra F 8

on Ω (event space) and a positive, normalized, countably additive measure P on F (probability
measure), to a measure space (E, E) where E is a σ-algebra on the set E (state/value space), 10

the sequence (Xj)j∈N is exchangeable if, for every fixed n ∈ N,

P((Xσ(1), . . . , Xσ(n)) ∈ A) = P((X1, . . . , Xn) ∈ A) 12

for any permutation σ ∈ Sn and any set A belonging to the product σ-algebra En. As
customary, if X := (X1, . . . , Xn) is the vector r.v. associated to the first n terms of the 14

sequence, “P((X1, . . . , Xn) ∈ A)
”

stays for P(X−1(A)) = µX(A) where µX : En → [0, 1] is
the joint probability distribution of X, namely the pushforward measure of P through the 16

measurable map X. In symbols, for each n ∈ N, Sn ↷M1(E
n) and µX ∈ M1(E

n)Sn , the
fixed point family of the symmetric probability measures in M1(E

n). The simplest example 18

of exchangeable sequences are the ones consisting of independent and identically distributed

(i.i.d., for short) random variables: in such a case, µX =
n⊗
j=1

ν for every X = (X1, . . . , Xn), 20

where ν := µXj
∈M1(E) for any j ∈ N. De Finetti’s pioneering work [21] in 1931 shows that if

(Xj)j∈N is any exchangeable sequence of Bernoulli random variables, then there always exists 22

µ ∈M1([0, 1]) satisfying

P(X1 = ε1, . . . , Xn = εn) =

1ˆ

0

n∏
j=1

βp(εj) dµ(p), (εj)
n
j=1 ∈ {0, 1}n, n ∈ N 24

where βp ∈M1({0, 1}) is the Bernoulli probability mass function with expected value p ∈ [0, 1]
(see [51] for a recent, simple and self-contained proof of De Finetti’s result). Loosely speaking, 26

the distribution of a {0, 1}-valued exchangeable sequence is merely a “mixture” (with respect to
some, not necessarily unique, measure µ ∈M1([0, 1])) of sequences of i.i.d. Bernoulli random 28

variables. Here, “µ-mixture” informally indicates the compound of two distinct distributions: the
joint distribution of n independent Bernoulli r.v.’s with fixed expectation p and the distribution 30

83
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µ of the parameter p itself.

One of the most general versions of De Finetti theorem in classical probability was undoubtedly2

obtained by Hewitt and Savage in 1953 (see [46]). To illustrate it, let us start from slightly
afar. If E is a compact, Hausdorff topological space and n ∈ N is fixed, the Riesz-Markov-4

Kakutani representation theorem yields an isometric embedding of the (Borel, regular, positive)
probability measures M1(E

n) into C(En)∗, the topological dual of the continuous C-valued6

functions on En. On the other hand, the unit ball BC(En)∗ of C(En)∗ is compact w.r.t. the
weak-∗ topology (the coarsest one making evaluation functionals on C(En)∗ continuous), by the8

Banach-Alaoglu-Bourbaki theorem and the convex set M1(E
n)Sn of all symmetric probability

measures on En is weakly-∗ closed in BC(En)∗ , hence compact. We might then consider the10

space M of all (Borel, regular, positive) probability measures on M1(E
n)Sn and deduce that

if m ∈ M is supported by the family of product measures Pn :=

{
n⊗
j=1

ν : ν ∈M1(E)

}
its12

barycenter bm :=

ˆ

M1(En)Sn

µ dm(µ) =

ˆ

Pn

µ dm(µ) is symmetric, i.e. it belongs to M1(E
n)Sn .

Here, the definition of bm stands for14

f(bm) =

ˆ

Pn

f(µ)dm(µ) for every f : M1(E
n)Sn → C continuous and affine .

The barycenter bm is therefore nothing more than an average of product measures, weighted16

by m ∈ M , i.e. a generalized convex combination. Coming back to random variables, the
Kolmogorov theorem guarantees that given any ν ∈M1(E), there necessarily exists a probability18

space (Ω,F ,P) and a sequence (Yi)i∈N of r.v.’s on it (read “discrete-time stochastic process”),

with common state space (E, E) s.t.
n⊗
j=1

ν = µ(Y1,...,Yn) for each n ∈ N. In particular, it results20

that the Yi’s are i.i.d., with probability distribution ν ∈M1(E), and then the above discussion
translates into the fact that weighted averages of joint distributions of n i.i.d. random variables22

are always symmetric measures. To summarize the picture, if EN :=
∏
j∈N

E is the product of a

countable number of copies of E (hence, compact by the Tychonoff theorem, and Hausdorff)24

and S is the finitary symmetric group on N, consisting of the permutations of the natural
numbers N leaving fixed all but a finite number of elements, then S acts on EN in a natural way26

and any discrete-time stochastic process (Xj)j∈N having finite-dimensional distributions of the

form µ(X1,...,Xn) :=

ˆ

M1(EN)S

ω dm(ω), with m probability measure on M1(E
N)S supported (or28

even, pseudo-supported) by P :=

{⊗
j∈N

ν : ν ∈M1(E
N)

}
⊂ M1(E

N)S is exchangeable. One

might naturally ask: are there other exchangeable processes? Hewitt-Savage theorem gives a30

negative answer. Precisely, it asserts that M1(E
N)S is a simplex (in the sense of Choquet, see

[98]) in (C(EN)∗, τw∗) whose extremal boundary is closed and coincides exactly with the family32

of product states P. Moreover, every µ ∈M1(E
N)S is the barycenter of a unique probability

measure m on M1(E
N)S pseudo-supported by P and maximal w.t.r. to a suitable partial34

ordering ≺.

A first non-commutative extension of Hewitt-Savage result for infinite minimal C∗-tensor36

products A of a fixed unital C∗-algebra B was given by E. Størmer in 1969 in a noteworthy
paper, [76]. Here, it is shown that the symmetric states of A form a Choquet simplex SS(A)38
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with closed extremal boundary (namely, a Bauer simplex) consisting exactly of the products of
infinitely many copies of a single state on B, previously constructed by Guichardet in [43]. In 2

hindsight, if B is abelian, Størmer’s theorem reduces to the Hewitt–Savage version. Around the
same time, a maximal counterpart of Størmer’s result have been published by Hulanicki and 4

Phelps in [47] (we thank Lorenzin A. for notifying us about this work). We refer the reader to
[18] (and the references cited therein) for versions of De Finetti’s result in several other settings, 6

including some in Free Probability and Quantum Information Theory. Here, we limit ourselves
to illustrate the path started in [18] and partially traced in [31] with the aim of generalizing 8

Størmer’s theorem to twisted minimal C∗-tensor products, defined and thoroughly analyzed in
Chapter II. 10

By exploiting the Jordan–Klein–Wigner transformation (see [105], Ex. XIV), in [18] Crismale
and Fidaleo deeply study the symmetric states of the Canonical Anticommutation Relations 12

C∗-algebra CAR(J), generated by Fermi annihilators and creators labelled by an arbitrary set
J . One of the main tools in Størmer’s theorem is the asymptotic abelianness property w.r.t. 14

the finitary symmetric group S. In the CAR algebra, this property is not satisfied, due to the
anticommutation relations between spatially separated operators. As a consequence, the results 16

relative to the structure of symmetric states in [76] cannot be directly imported in [18] and
a new approach turns out to be necessary. The crucial point in their work is the proof that 18

each symmetric state on CAR(J) must be even, i.e. invariant under the parity involutive ∗-
automorphism naturally acting on the algebra. This property is exploited throughout the paper 20

in order to obtain a De Finetti-like ergodic decomposition for symmetric states. In particular,
they characterize the ergodic (i.e. extremal symmetric) states and show that every symmetric 22

state is the barycenter of a unique maximal probability measure which is pseudo-supported
on the ergodic states. In addition, they prove that the extremal states form a weakly-∗ closed 24

subset and determine the type of von Neumann factors generated by the extremal states. In
[31], the CAR algebra model is incorporated in a much more general setting, the one of infinite, 26

Z2-twisted, minimal C∗-tensor products (there called Fermi C∗-tensor products). Once fixed a
Z2-graded C∗-algebra B, the infinite (minimal) Fermi C∗-tensor product A := ⃝F

n∈N
B is built 28

via a direct limit procedure over tensor products of finitely many copies of B, twisted by the
Fermi bicharacter uF(x, y) = (−1)xy, x, y ∈ Z2 = {0, 1} as explained in the previous chapter. In 30

[31], Fidaleo shows that

� SS(A) is a Bauer simplex whose boundary ES(A) := Ext(SS(A)) consists exactly of the 32

product states of the form
∏
n∈N

ψ, with ψ ∈ SZ2(B) ∼= S(BZ2);

� each φ ∈ SS(A) admits a unique maximal probability measure µφ, pseudo-supported on 34

ES(A), for which φ =

ˆ

SS(A)

ω dµφ(ω);

� if B is also separable, then µφ is supported on ES(A) and φ =

ˆ

ES(A)

ω dµφ(ω). 36

Now that a solid theory of twisted tensor products is available from Chapter II, we might ask
ourselves at which extent De Finetti theorem is feasible on a general infinite twisted C∗-tensor 38

product A arising from a single C∗-system (G,B, β), where a compact abelian group G acts on
B via β (we shall call it twisted C∗-chain). The main goal of the present chapter is to show that, 40

incidentally, the results achieved by Størmer and Fidaleo are two of the only three possible cases
in which a full-fledged ergodic decomposition of symmetric states can be performed in general. 42

The third arising case, never addressed before, is the (minimal) Klein C∗-chain A := ⃝K
n∈N

B
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associated to a C∗-system (B, K4, β), where K4 := Z2 × Z2 is the Klein 4-group acting on
a nuclear C∗-algebra B and the twist is produced by the bicharacter uK(x,y) := (−1)x

ty,2

x,y ∈ K4. No other De Finetti-like theorems can be deduced for group-twisted models in
full generality (i.e. without imposing other restrictions). It is worth explaining where this4

extraordinary forcing comes from. We correct an inaccuracy in [31] (and consequently in [18]),
where it is stated that S acts on a Fermi C∗-chain ⃝F

n∈N
B via ∗-automorphisms given on the6

elementary tensor products by simple permutations of the indices. This is actually incorrect:
we show that a transposition (namely, a 2-cycle in S) acts as an involutive ∗-automorphism8

on a minimal twisted C∗-chain if and only if the twisting bicharacter u is skew-symmetric
and the flip map Φ which simply swaps two indices is substituted by the “corrected” flip Φu10

described in Proposition II.7.5 of the previous chapter. On the contrary, Φ can be at most a
∗-anti-automorphism, in case B is abelian and u is symmetric. This fact leads to the analysis12

of non-degenerate, skew-symmetric bicharacter on discrete abelian groups, to which the trivial
bicharacter on the trivial group (0), the Fermi bicharacter uF on Z2 and the Klein bicharacter14

uK on K4 evidently belong (all of them are symmetric as well). Using techniques in ergodic
theory exploited in [18] and [31], we are then able to show that a symmetric state must be16

invariant under a subgroup of the original acting group, precisely the annihilator ∆⊥+ of the
isotropy group ∆+ := {σ : u(σ, σ) = 1} (see Section II.6). Furthermore, if the restriction of u18

to ∆+ ×∆+ is identically 1, every symmetric state is automatically S-abelian (see definition
below), a condition which is necessary and sufficient to endow the weakly-∗ compact, convex20

family of symmetric states SS(A) with the structure of a Choquet simplex. The requirement
of triviality of the non-degenerate, skew-symmetric bicharacter u on ∆+ ×∆+ forces it to be22

one of the three mentioned above: 1, uF and uK. In light of this result, all the proofs in [31]
can be effortlessly corrected by substituting the untwisted flip Φ with the twisted version Φu.24

Moreover, a new model can be now examined in depth: the Klein C∗-chains. This case requires
an even more thorough look. For u = uK, ∆⊥+ = ⟨(1, 1)⟩ = {(0, 0), (1, 1)} (the diagonal of K4,26

an index-2 subgroup), hence every symmetric state must be ⟨(1, 1)⟩-invariant. It turns out
that if (B, K4, β) is a C∗-system and ω, φ ∈ S⟨(1,1)⟩(B), then ω × φ is a state on the twisted28

tensor product B ⃝K B and ∥ · ∥⟨(1,1)⟩ := sup
ω,φ∈S⟨(1,1)⟩(B)

∥πω×φ(·)∥ defines a (β × β)-compatible

C∗-norm on B⃝K B, in general intermediate between the min and max-norm. Since S acts as30

∗-automorphisms on the minimal Klein C∗-chain which coincides with the chain obtained from
the ∥ · ∥⟨(1,1)⟩-completion whenever B is nuclear (in view of Theorem II.17.4), we restrict the32

investigation to this case and achieve a new De Finetti-like result:

Let (A,S) be the C∗-system associated to a unital, K4-graded, nuclear C
∗-algebra B. Then, for34

each φ ∈ SS(A), there exists a unique maximal µφ ∈M1(SS(A)) s.t.

φ(a) =

ˆ

SS(A)

ω(a) dµφ(ω), a ∈ A . (III.1)36

In particular, µφ is pseudo-supported by ES(A) =

{∏
n∈N

ψ

}
ψ∈S∆+

(B)

i.e. µφ(B) = 1 for every

B ∈ B0(SS(A)) containing ES(A). The relative weak-∗ topology on the unit ball BA∗ of A∗ is38

metrizable if and only if B is separable, in which case µφ is supported by ES(A) and

Equation III.1 becomes φ(a) =

ˆ

ES(A)

ω(a) dµφ(ω), a ∈ A.40

After a necessary background of ergodic theory of C∗-systems in Section III.2, we describe the
construction of the infinite, minimal, twisted C∗-tensor product, which we shall call twisted42
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(C∗-)chain, in Section III.3. The flip map Φu is the base for the study of the action of S on a
chain: its properties are developed and compared to the ones of Φ in Section III.4. Due to the 2

suitability of skew-symmetric bicharacters for our analysis, we devote an entire section to the
classification of non-degenerate, skew-symmetric bicharacters on finite abelian groups: this is 4

the main result in Section III.5. It has turned out to be really hard to find in literature, but at
last we have been able to attribute it to Zolotykh, see [82] (the article is in Russian, and an 6

English rendition of its main results can be read in Subsection 3.2 of [2], pp. 4230-4232). In
view of Section III.4, we are then ready to establish a well-defined action of S on a twisted 8

chain in Section III.6 and describe its ergodic properties in Section III.7. In particular, S-
abelianness property of SS(A) is guaranteed in general if and only if one of three cases occur 10

(see Corollary III.7.2 and Proposition III.7.4), as mentioned above. We summarize the results
obtained by Størmer in [76] in Subsection III.7.1 and the ones achieved by Fidaleo in [31] in 12

Subsection III.7.2. The third possible model, the Klein chain, is thoroughly investigated in
Section III.8. We conclude the present chapter with three applications to this new model: K4 14

acting faithfully on the continuous functions C(T), on the compact operators K(H) on a Hilbert
space H, and lastly on irrational rotation C∗-algebras Aϑ. 16

III.2. Ergodic theory of C∗-systems

We borrow the notation introduced in Section II.4. Let (A, G, α) be a C∗-system and φ ∈ SG(A). 18

Recall that

HG
φ := {ξ ∈ Hφ : Uφ(g)ξ = ξ, g ∈ G} =

⋂
g∈G

ker(Uφ(g)− I) 20

is the Hilbert subspace of Uφ(G)-invariant vectors and Eφ : Hφ ↠ HG
φ is the orthogonal

projection onto Hφ. By Lemma 4.1 in [7] (p. 15), HG
φ is the largest Hilbert subspace K ⊆ Hφ 22

s.t.

� ξφ ∈ K 24

� for each ξ ∈ K, vξφ : a 7→ ⟨πφ(a)ξ, ξ⟩Hφ ∈ SG(A).

In particular, Hφ = HG
φ ⊕ (HG

φ )⊥ (where both HG
φ , (HG

φ )⊥ are Uφ(G)-invariant) and EφUφ(g) = 26

Uφ(g)Eφ = Eφ for each g ∈ G. The compression (or corner) mapping

EφB(Hφ)Eφ → B(HG
φ )

EφXEφ 7→ XG := EφX|HG
φ

28

is a ∗-isomorphism of C∗-algebras, so that Eφπφ(A)Eφ can be identified with an operator system
πφ(A)G acting upon HG

φ (in general, it is not a C∗-subalgebra since Eφ /∈ πφ(A)′). Surprisingly, 30

by Corollary 2 in [22] (p. 422), Eφπφ(A)′′Eφ is a von Neumann algebra.

Extremality in SG(A) can be usefully linked to several cluster properties, as well as to the form 32

of the GNS invariant Hilbert subspace, as summarized in the following well-known result.

Theorem III.2.1 (Cluster properties in SG(A)) 34

Let (A, G,A) be a C∗-system and φ ∈ SG(A). Consider the list of properties below:

(1) φ is strongly clustering : there exists (gn)n∈N ⊂ G s.t. for each pair a, b ∈ A 36

lim
n→+∞

|φ(gn(a)b)− φ(a)φ(b)| = 0
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(2) φ is weakly clustering : for each pair a, b ∈ A,

inf
x∈co(G·a)

|φ(xb)− φ(a)φ(b)| = 02

(3) for each a ∈ A, there exists a net {aλ}λ∈Λ ⊆ co(G · a) s.t.

lim
λ∈Λ
|φ(g(aλ)b)− φ(a)φ(b)| = 0, b ∈ A, g ∈ G4

(4) φ is 3-weakly clustering : for each triplet a, b, B ∈ A, inf
x∈co(G·a)

|φ(Bxb)− φ(a)φ(Bb)| = 0

(5) for each a ∈ A, there exists a net {aλ}λ∈Λ ⊆ co(G · a) s.t.6

lim
λ∈Λ
|φ(Bg(aλ)b)− φ(a)φ(Bb)| = 0, b, B ∈ A, g ∈ G

(6) HG
φ = Cξφ8

(7) πφ(A)′ ∩ Uφ(G)′ = CIHφ

(8) φ ∈ EG(A)10

The following implication scheme holds:

(1) (4)⇐ (5)12

⇓ ⇓
(2)⇐⇒ (3)⇐⇒(6)14

⇓
(7)⇐⇒ (8)16

In case ξφ ∈ Hφ is separating for πφ(A)′′ (i.e. cyclic for πφ(A)′), then (4)⇐⇒ (5)⇐⇒ (6).

Proof.18

(1)⇒(2) is apparent. The equivalences (2)⇐⇒ (3)⇐⇒ (6) are the content of Theorem 4.3.22
in [86] (p. 398). The implications (6) ⇒ (7) ⇐⇒ (8) are the content of Proposition 3.1.1020

in [99] (p. 126). The implications (5) ⇒ (4) ⇒ (6) and the last assertion are the content of
Proposition 4.3.23 in [86] (p. 399).22

Remark III.2.2
Just to point out, by taking the adjoints, (1), (2), (3) in Theorem III.2.1 are equivalent,24

respectively, to

(1’) there exists (gn)n∈N ⊂ G s.t. for each pair a, b ∈ A lim
n→+∞

|φ(bgn(a))− φ(a)φ(b)| = 026

(2’) for each pair a, b ∈ A, inf
x∈co(G·a)

|φ(bx)− φ(a)φ(b)| = 0

(3’) for each a ∈ A, there exists a net {aλ}λ∈Λ ⊆ co(G · a) s.t. lim
λ∈Λ
|φ(bg(aλ))− φ(a)φ(b)| = 028

for every b ∈ A, g ∈ G.



III.2. ERGODIC THEORY OF C∗-SYSTEMS 89

A fundamental notion in the ergodic theory of C∗-systems, originally introduced by Lanford and
Ruelle in [55], is G-abelianness of an invariant state. A state φ ∈ SG(A) is said to be G-abelian 2

if the operator system πφ(A)G ⊆ B(HG
φ ) consists of mutually commuting operators (we will also

say that πφ(A)G is abelian, even if it is not an algebra). The C∗-system (A, G, α) is G-abelian 4

if SG(A) consists of G-abelian states. The relevance of G-abelian C∗-systems is motivated
by the fact that they suffice (actually, they are even necessary as we will see soon) to make 6

the convex, weakly-∗ compact family of G-invariant states a simplex, in the sense of Choquet.
Generally speaking, given a locally convex linear space E (over R or C), a convex set C lying 8

in a hyperplane H ⊂ E s.t. 0 /∈ H is a Choquet simplex if its cone C̃ := {tx : x ∈ C, t ≥ 0}
is a ≤‹C -lattice (i.e. a ≤‹C -poset which is closed under l.u.b. and g.l.b. of any finite set of 10

elements, where y ≤‹C x if and only if x− y ∈ C̃). Easy examples of Choquet simplices are, of
course, the classical simplices in finite-dimensional linear spaces, but also the space M1(X) 12

of probability measures on a compact Hausdorff space X (i.e. the positive Borel measures µ
on X, which are inner-outer regular and s.t. µ(X) = 1) and the space of tracial states on an 14

arbitrary C∗-algebra. For a comprehensive discussion on Choquet theory, see [98]. Here, we
limit ourselves to give a standard characterization of Choquet simplices, which encaptures their 16

fundamental importance in integral representation theory.

Theorem III.2.3 (Characterization of Choquet simplices) 18

Let C be a convex, compact set in a locally convex linear space. The following properties are
equivalent: 20

(1) C is a Choquet simplex

(2) for each x ∈ C, there exists a unique µ ∈M1(C) s.t. 22

(i)

ˆ

C

f dµ = f(x) for each affine f ∈ C(C,R)

(ii) if ν ∈M1(C) satisfies

ˆ

C

f dν ≥
ˆ

C

f dµ for each convex f ∈ C(C,R), then ν = µ 24

(3) for each convex f ∈ C(C,R), uf : x 7→ inf

ß
g(x) : g ≥ f,−g ∈ C(C,R) convex

™
is affine

(4) there is an affine assignment
C →M1(C)

x 7→ µ(x)
where x, µ(x) satisfy (i). 26

Proof.
See Theorem 4.1.15 (p. 335) and Corollary 4.1.17 (p. 337) in [86]. 28

If x ∈ C, µ ∈M1(C) satisfy point (i) in Theorem III.2.3, we say that µ has x as barycenter. It
can be proved that it is unique (see Proposition 4.1.1 in [86], p. 323). Moreover, in view of the 30

Riesz-Markov-Kakutani theorem, M1(C) ∼= S(C(C)) allowing us to write “µ(f) = f(x)
”

for
each affine f ∈ C(C,R). If µ ∈M1(C) satisfies point (ii) in Theorem III.2.3, we say that µ is 32

≺-maximal (or simply, maximal) in M1(C), where ≺ is the partial ordering relation on M1(C)
s.t. ν1 ≺ ν2 (νi ∈ M1(C), i = 1, 2) iff (ν2 − ν1)(f) ≥ 0 for every convex f ∈ C(C,R). Lastly, 34

uf in point (3) of Theorem III.2.3 is said to be the upper envelope of f , a concave and upper
semicontinuous function on C (see Proposition 4.1.6 in [86], p. 327). 36

It is worth noticing that the real essence of Choquet simplices does not rely on the existence of
a barycentric decomposition of their points by maximal probability measures: this is true for 38

any convex compact set in a locally convex linear space (it is known as the Choquet-Bishop-de
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Leeuw theorem) and can be even relaxed to hold for every affine upper semicontinuous (not
necessarily continuous) function on C (see Corollary 4.1.18 in [86], p. 338). Instead, it is the2

uniqueness of this decomposition that characterizes Choquet simplices among all the convex
compact subsets of a locally convex linear space, and this result is known as the Choquet-Meyer4

theorem. It will allow us to uniquely represent each state of a G-abelian C∗-system (A, G, α) as
the barycentric point of the associated maximal measure. We can say even more about maximal6

probability measures on general convex compact sets. For that, let B(C) the Borel σ-algebra
of C (the one generated by its topology) and B0(C) ⊆ B(C) its Baire σ-subalgebra (the one8

generated by the closed Gδ-sets in C).

Proposition III.2.410

Let C be a convex, compact set in a locally convex linear space, µ ∈ M1(C) be ≺-maximal.
Then,12

(1) µ is pseudo-supported by Ext(C): every B ∈ B0(C) s.t. B ⊆ Ext(C)c is µ-null, or
equivalently µ(B) = 1 for every B ∈ B0(C) s.t. B ⊇ Ext(C).14

(2) if C is metrizable, then B0(C) = B(C) and Ext(C) is a Gδ-set. In particular, µ is supported
by Ext(C): every B ∈ B(C) s.t. B ⊆ Ext(C)c is µ-null, or equivalently µ(Ext(C)) = 1.16

Proof.
See Theorem 4.1.11 in [86] (p. 331).18

Coming back to our initial setting, G-abelian C∗-systems are precisely the ones for which the
space SG(A) of G-invariant states is a Choquet simplex, hence admitting an unique ergodic20

decomposition of its elements via maximal probability measures. We formalize this statement
in the following two results.22

Theorem III.2.5 (Characterization of G-abelian C∗-systems [Batty])
Let (A, G, α) be a C∗-system. Consider the list of properties below:24

(1) (A, G, α) is G-abelian

(2) the W ∗-algebra πφ(A)′ ∩ Uφ(G)′ is abelian for each φ ∈ SG(A)26

(3) φ ∈ SG(A) is a Choquet simplex

(4) if φ ∈ SG(A) is s.t. πφ(A)′ ∩ Uφ(G)′ is a factor, then φ ∈ EG(A)28

(5) two distinct φ, ψ ∈ EG(A) are covariantly inequivalent (i.e. (Hφ, πφ, ξφ) ̸∼ (Hψ, πψ, ξψ))

(6) SG(A) has the 1-ball property ([φ, ψ] is a face for every φ, ψ ∈ EG(A))30

(7) if φ ∈ EG(A), then φ is weakly clustering

The following implication scheme holds:32

(1)⇐⇒ (2)⇐⇒(3)

⇓
(4)

⇓
(5)⇐⇒ (6)⇐⇒ (7)

In case either A is separable or G is σ-compact, all seven conditions are equivalent.34
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Proof.
See Corollary 4.4 (p. 18) in [7] and the observations below. 2

For the following corollary, recall that for any (unital) C∗-algebra A, the evaluation map
establishes an homeomorphism between S(A), endowed with the weak-∗ topology, and the 4

spectrum (character space/maximal ideal space) ΩC(S(A)) of C(S(A)), endowed with the topology
of pointwise convergence: 6

ev: S(A)
∼=−→ ΩC(S(A))

φ 7→ [evφ : f 7→ f(φ)]

On the other hand, the Riesz-Markov-Kakutani theorem represents each member of ΩC(S(A)), 8

i.e. evφ for some φ ∈ S(A), as the Dirac probability measure on S(A) centered at φ, that is
the unique µφ ∈M1(S(A)) satisfying 10

f(φ) =

ˆ

S(A)

f(ω)dµφ(ω), f ∈ C(S(A)) . (III.2)

Now, since S(A) is point-separating, there exists a contractive linear injection 12

σ : A ↪→ C(S(A))

a 7→ [â : φ 7→ φ(a)]

whose restriction σ|Asa : Asa ↪→ C(S(A),R) to the Jordan subalgebra of selfadjoint elements of 14

A is isometric. Writing Equation III.2 specifically for â ∈ C(S(A)) (a ∈ A),

φ(a) =

ˆ

S(A)

ω(a)dµφ(ω), φ ∈ S(A) (III.3) 16

Lastly, by the Hahn-Banach theorem,

σ(A)
C(S(A))

= {â ∈ C(S(A)) : a ∈ A}
C(S(A))

= {f ∈ C(S(A)) : f affine} 18

and hence Equation III.3 simply tells us that φ is the barycenter of µφ.
This fact can be generalized to any non-empty, convex and weakly-∗ closed subset X of S(A): 20

σ(A)|X
C(X)

= {â|X : a ∈ A}
C(X)

= {f ∈ C(X) : f affine} .

In particular, if (A, G, α) is a C∗-system and φ ∈ SG(A), µφ ∈M1(SG(A)) has φ as barycenter 22

iff φ(a) =

ˆ

SG(A)

ω(a)dµφ(ω) for every a ∈ A. We can then write

Corollary III.2.6 24

Let (A, G, α) be a C∗-system. Then, the following are equivalent:

� (A, G, α) is G-abelian 26

� for every φ ∈ SG(A), there exists a unique ≺-maximal µφ ∈M1(SG(A)) such that

φ(a) =

ˆ

SG(A)

ω(a)dµφ(ω), a ∈ A . 28
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Proof.
This is just a restatement of the equivalence (1) ⇐⇒ (3) in Theorem III.2.5 together with2

Theorem III.2.3.

A Choquet simplex C in a locally convex linear space E is a Bauer simplex if its extremal4

boundary Ext(C) is closed. This is clearly the case for the Choquet simplex S(A) of the states
of a unital abelian C∗-algebra A, where Ext(S(A)) = P(A) is the family of the pure states,6

coinciding with its spectrum ΩA. In Theorem 3.9 of [77] (p. 16), Størmer gives a necessary
and sufficient condition for the weak-∗ closure of EG(A) in SG(A), given a G-abelian C∗-system8

(A, G, α). We shall evoke this result later on.

Theorem III.2.710

Let (A, G, α) be a G-abelian C∗-system. Then, EG(A) is weakly-∗ closed if and only if there exists
a G-invariant, densely ranged p.u. map of C∗-algebras T : A → C(EG(A)) s.t. the transpose12

T t : M1(EG(A))→ SG(A) is an affine homeomorphism.

Various notions of asymptotic abelianness have been introduced over time to guarantee that14

SG(A) forms a Choquet simplex. One of them is in [77] (p. 17), where a C∗-system (A, G, α) is
said to be asymptotic abelian if for each fixed a ∈ Asa there exists a sequence {gn,a}n∈N ⊆ G for16

which lim
n→+∞

∥[gn,a(a), b]∥ = 0, b ∈ A (actually, here Størmer does not even assume the strong

continuity of the G-action). The asymptotic abelianness property here introduced guarantees18

that G acts as a large group of automorphisms on A (we will simply say that G acts largely),
i.e. for every φ ∈ SG(A) and a ∈ Asa,20

cow(πφ(G · a)) ∩ πφ(A)′ ̸= ∅

where · w denotes the closure in the weak operator topology of B(Hφ). Precisely, Størmer proves22

the following

Theorem III.2.824

Let (A, G, α) be a C∗-system. Then, G acts largely if and only if for each φ ∈ SG(A), c ∈ A
and each finite family {a, bi}ni=1 ⊂ Asa,26

inf
x∈co(G·a)

|φ(c∗[x, bi]c)| = 0, i = 1, . . . , n.

Proof.28

This is Theorem 3.5 in [77] (p. 13).

Moreover, point (4) in Theorem 3.1 of [77] (p. 9) guarantees that asymptotic abelianness implies30

G-abelianness of the C∗-system, or equivalently that SG(A) is a Choquet simplex.
We would like to conclude the present section with two enlightening observations. The former,
again due to Batty ([7], p. 16-17), works well in the setting of discrete C∗-systems, i.e.
systems where the acting group G is discrete. The latter can be found in [18] and concerns
the case when a discrete group G is obtained by the direct limit of an ascending chain of
finite subgroups. The finitary symmetric group SJ (J being any set) fits both situations.
Let us start from Batty’s observation, hence suppose that G is a discrete group acting on a
C∗-algebra A via α. Then, one can easily build the full crossed product (also referred to as the
universal, or maximal crossed product) A⋊α,f G as the completion of the group convolution
∗-algebra Cc(A, G, α) w.r.t. to the universal norm ∥ · ∥α,f := sup

(π,U)∈Cov(A,G,α)
∥ρ(π,U)(·)∥, where

ρ(π,U)(f)ξ :=
∑
g∈G

π(fg)Ugξ ∈ Rep(Cc(G,A, α)) for f ∈ C(A, G, α) is the integrated form of the
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covariant representation (π, U) on H(π,U). Both A and G canonically embed into A⋊α,f G: in
particular, let g 7→ ug be the embedding of G into A⋊α,f G. The universal property of A⋊αf G
consists in the fact that the assignment (π, U) 7→ ρ(π,U) establishes (up to unitary equivalence
of representations) a bijection between Cov(A, G, α) and non-degenerate representations of
A⋊α,f G. In addition, if

B1
+(A⋊α,fG) :=

{
Φ ∈ ℓ∞(G,A∗) : Φ(e) ∈ S(A),

n∑
i,j=1

Φ(g−1i gj)
(
α−1gi (a∗i aj)

)
≥ 0, ai ∈ A, gi ∈ G, n ∈ N

}

is the family of (normalized) α-positive definite functions in ℓ∞(G,A∗), then the map

Φ: S(A⋊α,f G)→ B1
+(A⋊α,f G)

φ 7→
ï
Φφ : g 7→

[
Φφ(g) : a 7→ φ(aug)

]ò
is an affine homeomorphism, provided that S(A⋊α,f G) and B1

+(G,A∗) are endowed with the
weak-∗ and the pointwise weak-∗ convergence topologies, respectively (see Proposition 7.6.10, p. 2

330, in [97]). The following result can be found as Theorem 4.2 in [7] (p. 17). For that, recall
that a convex subset F ⊆ S(A) is a face if whenever ω1, ω2 ∈ S(A) satisfy F ∩ (ω1, ω2) ̸= ∅, 4

ω1, ω2 ∈ F (or equivalently, whenever φ ∈ F , ω ∈ S(A) satisfy ω ≤ tφ for some t > 0, ω ∈ F).

Given a weakly-∗ closed face F ⊆ S(A), the generated cone ‹F is a weakly-∗ closed order-ideal 6

in the cone A∗+ of positive functionals.

Theorem III.2.9 (Batty, 1980) 8

Let (A, G, α) be a C∗-system, with G discrete. Then, SG(A) is affinely homeomorphic to the
weakly-∗ closed face of the G-multiplication invariant states of A⋊α,f G 10

F⋊ := {φ ∈ S(A⋊α,f G) : φ(ugauh) = φ(a), g, h ∈ G, a ∈ A}

via the assignment T :
F⋊ → SG(A)

φ 7→ Φφ(e)
. Moreover, for every φ ∈ F⋊, the two GNS quadruplets 12

(Hφ,HF⋊
φ , πφ, ξφ) (HTφ,HG

Tφ, ρ(πTφ,UTφ), ξTφ)

are unitarily equivalent, where HF⋊
φ := {ξ ∈ Hφ : a 7→ ⟨πφ(a)ξ, ξ⟩Hφ ∈›F⋊}. 14

Proof.
See Theorem 4.2 in [7] (p. 17). 16

The second remark we want to make is about (discrete) groups G admitting an ascending chain
of finite subgroups {Gλ}λ∈Λ with Λ directed family of indices (i.e. λ ≤ λ′ implies Gλ ≤ Gλ′) for 18

which
G =lim

−→λ
Gλ =

⋃
λ∈Λ

Gλ (III.4) 20

the direct limit being taken w.r.t. to the group embeddings ϕλλ′ : Gλ ↪→ Gλ′ , λ ≤ λ′). In
particular, G must be locally finite (every finitely generated subgroup is, in fact, finite) and 22

amenable (it admits a finitely-additive and left-invariant probability measure). Given a unitary
representation U : G → U(H) of G on a Hilbert space H, for every λ ∈ Λ let Hλ := {ξ ∈ 24

H : Ugξ = ξ, g ∈ Gλ} and Eλ ∈ B(H) the orthogonal projection onto Hλ. Similarly, define
HG := {ξ ∈ H : Ugξ = ξ, g ∈ G} and E ∈ B(H) the orthogonal projection onto HG. Then, 26

Eλ =
1

|Gλ|
∑
g∈Gλ

Ug (λ ∈ Λ) and {Eλ}λ∈Λ ⊆ B(H) is a decreasing net, hence converging
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(in s.o.t.) to the orthogonal projection P := s-lim
λ

Eλ ∈ B(H) onto the closed subspace⋂
λ∈Λ

Hλ = {ξ ∈ H : Ugξ = ξ, g ∈ Gλ, λ ∈ Λ}. It is apparent that HG ⊆
⋂
λ∈Λ

Hλ, so that E ≤ P .2

Actually, the equality holds, thanks to a version of the celebrated von Neumann Ergodic
Theorem reported in Proposition 3.1 of [18] (p. 141). We can then write E as a Cesàro mean of4

the unitary group {Ug}g∈G i.e. E =M{Ug} := s-lim
λ

1

|Gλ|
∑
g∈Gλ

Ug.

More in general, we formally define6

M{f(g)} := lim
λ

1

|Gλ|
∑
g∈Gλ

f(g)

as the Cesàro mean of the assignment G ∋ g 7→ f(g) ∈ X , provided that the r.h.s. exists8

in the topology of a suitable topological space X . For instance, if (A, G, α) is a C∗-system
with G satisfying Equation III.4 and φ ∈ SG(A), then M{φ(f(g))} (for some map f : G→ A)10

will be always meant in the Euclidean topology on C. For instance, in the analysis of the
symmetric states on the CAR algebra, Crismale and Fidaleo introduce two properties in12

Theorem 4.1 of [18] (p. 143), the asymptotic abelianness in average and the weak clustering
in average. An G-invariant state ω ∈ SG(A) is said to be asymptotically abelian in average14

if M{ω(c[g(a), b]d)} = 0 for every a, b, c, d ∈ A (or equivalently, M{ω(c[b, g(a)]d)} = 0 for
a, b, c, d ∈ A). This property is introduced in . Though weaker than Størmer’s asymptotic16

abelianness exposed above, this new property still suffices to make G act largely on A. Indeed,

observe that for every a ∈ A,

{
1

|Gλ|
∑
g∈Gλ

g(a)

}
λ∈Λ

is a net lying in co(G · a). Therefore, if18

ω ∈ SG(A) is asymptotically abelian in average,

lim
λ
ω

(
c∗

[
1

|Gλ|
∑
g∈Gλ

g(a), b

]
c

)
=M{ω(c∗[g(a), b]c)} = 020

for every a, b, c ∈ A. By Theorem III.2.8, it follows that G acts largely, and consequently that
SG(A) is a Choquet simplex. We will see in Subsection III.7.2 that this is the case for the22

C∗-system (A,S, α) where the finitary symmetric group S acts on a Fermi (minimal) C∗-chain
A = ⃝F

n∈N
B based on a fixed Z2-graded C∗-algebra B. On the contrary, the large G-action24

property will be not guaranteed in general when the grading of B comes from the Klein 4-group
K4 = Z2 × Z2, as it will be shown in Section III.8. Nonetheless, we will still be able to ensure26

the S-abelianness even in this case.

In much the same way, ω ∈ SG(A) is said to be weakly clustering in average if M{ω(g(a)b)} =28

ω(a)ω(b) for every pair a, b ∈ A (or equivalently, M{ω(ag(b))} = ω(a)ω(b) for a, b ∈ A). This
property realizes point (3) in Theorem III.2.1, equivalent to point (2) (weak clustering property30

of ω) and (6) (HG
ω = Cξω) of the same theorem. In particular, it implies ergodicity: ω ∈ EG(A).

III.3. The infinite twisted C∗-tensor product32

The present section is devoted to the construction of the C∗-inductive limit of a direct system
consisting of (finitely many) twisted minimal C∗-tensor products, based on a fixed C∗-system34

(B, G, β), with G compact abelian group acting on the unital C∗-algebra B. Henceforward,
N0 := {0, 1, 2, . . . } and N := {1, 2, . . . }. The first step of our iterative construction will be the36



III.3. THE INFINITE TWISTED C∗-TENSOR PRODUCT 95

C∗-system (A2, G, δ
(β)), where A2 := B⃝u B is the completion of the algebraic twisted tensor

product Bo ⃝u Bo w.r.t the min-norm1 and 2

δ(β)g (x) := (βg ⃝u βg)(x) , x ∈ A2, g ∈ G

is the diagonal action of G on A2. More generally, every pair of C∗-systems (B, G, β), (C, G, γ), 4

together with a bicharacter u on Ĝ, induces a new system (B ⃝u C, G, δ(β,γ)) where G acts
diagonally on B⃝u C via δ(β,γ): 6

δ(β,γ)g (x) := (βg ⃝u γg)(x), x ∈ B⃝u C, g ∈ G .

Clearly, Bo ⃝u Co ⊆ (B ⃝u C)o but the inclusion may well be proper. For instance, the data 8

(C(T),Z2, rπ, uF) suffice to produce the π-rotation algebra (C(T)⃝F C(T),Z2, rπ ⃝F rπ), for which
given any A,B ∈ C 10

A cos(u)⃝F cos(v) +B sin(u)⃝F sin(v) ∈ (C(T)⃝F C(T))o \ C(T)o ⃝F C(T)o

where u, v ∈ C(T) are the unitary generators of the first and second copy of C(T) respectively, 12

and 
cos(u) := u-lim

n→∞

∑
0≤k≤n

(−1)n
u2n

(2n)!

sin(u) := u-lim
n→∞

∑
0≤k≤n

(−1)n
u2n+1

(2n+ 1)!

14

Nonetheless, G still acts diagonally on Bo ⃝u Co, so that (Bo ⃝u Co, ∥ ∥min) is well a Ĝ-graded
pre-C∗-algebra, obviously dense in B⃝u C. As a result, it makes sense to study (Bo⃝u Co)⃝u Do 16

for any other C∗-system (D, G, λ). The following lemma asserts that the minimal twisted
tensor product is associative in this particular case, thus giving a non-ambiguous meaning to 18

expressions like A3 := B⃝u B⃝u B, and more in general to the product An of n copies of B.

Lemma III.3.1 20

With the notation above, (Bo ⃝u Co) ⃝u Do
∼= Bo ⃝u (Co ⃝u Do) as involutive algebras. The

isomorphism extends to the minimal completions so that (B⃝u C)⃝u D ∼= B⃝u (C⃝u D). 22

Proof.
By associativity of the tensor product ⊙, it is clear that (Bo⃝u Co)⃝u Do

∼= Bo⃝u (Co⃝u Do) as C- 24

linear spaces. Let ∗L and ∗R be the adjoint operations on the involutive algebras (Bo⃝u Co)⃝u Do

and Bo ⃝u (Co ⃝u Do), respectively. Similarly, let ·L and ·R be their respective products. For 26

homogeneous x1 ∈ Bo, x2 ∈ Co and x3 ∈ Do of degree σi ∈ Ĝ (i = 1, 2, 3) respectively, by

recalling that ∂(xi ⃝u xj) = σiσj ∈ Ĝ, we get 28

((x1 ⃝u x2)⃝u x3)∗L = u(σ1σ2, σ3)(x1 ⃝u x2)∗ ⃝u x∗3 =

= u(σ1σ2, σ3) u(σ1, σ2)(x
∗
1 ⃝u x

∗
2)⃝u x

∗
3 = 30

= u(σ1, σ2σ3) u(σ2, σ3)x
∗
1 ⃝u (x∗2 ⃝u x

∗
3) =

= u(σ1, σ2σ3)x
∗
1 ⃝u (x2 ⃝u x3)∗ = (x1 ⃝u (x2 ⃝u x3))∗R 32

where we have used the associativity of ⊙ on the elementary tensors. If X1 ∈ Bo, X2 ∈ Co and
X3 ∈ Do are other three homogeneous elements of degree τi ∈ Ĝ (i = 1, 2, 3), again using the 34

associativity of ⊙,

1Dealing with minimal C∗-tensor completions only, from now on we will always omit the subscript “min”.
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((x1 ⃝u x2)⃝u x3) ·L ((X1 ⃝u X2)⃝u X3) =

= u(τ1τ2, σ3) ((x1 ⃝u x2)(X1 ⃝u X2))⃝u x3X3 =2

= u(τ1τ2, σ3) u(τ1, σ2)(x1X1 ⃝u x2X2)⃝u x3X3 =

= u(τ1, σ2σ3) u(τ2, σ3)x1X1 ⃝u (x2X2 ⃝u x3X3) =4

= u(τ1, σ2σ3)x1X1 ⃝u ((x2 ⃝u x3)(X2 ⃝u X3)) =

= (x1 ⃝u (x2 ⃝u x3)) ·R (X1 ⃝u (X2 ⃝u X3)) .6

By extending the equality to all the finite C-linear combinations of tensor products of ho-
mogeneous elements, it straightforwardly results that (Bo ⃝u Co)⃝u Do

∼= Bo ⃝u (Co ⃝u Do) as8

involutive algebras, and hence (Bo ⃝u Co)⃝u Do

min ∼= Bo ⃝u (Co ⃝u Do)
min

. Since the min-norm

is cross (Proposition II.11.7), by Proposition II.11.5 (Bo ⃝u Co)⃝u Do

min
contains isomorphic10

copies of the completion of its marginals C∗-algebras i.e.

B⃝u C,D ↪→ (Bo ⃝u Co)⃝u Do

min
12

Analogously, B,C⃝u D ↪→ Bo ⃝u (Co ⃝u Do)
min

. In conclusion,

(B⃝u C)⃝u D ∼= B⃝u (C⃝u D) .14

In view of Lemma III.3.1, we are allowed to write B⃝u C⃝u D with no issues of ambiguity. In
particular, we will be able to construct the infinite twisted C∗-tensor product out of a single16

C∗-system (B, G, β), with no concern for where to put brackets. We start by recursively define

A1 := B , An+1 := An ⃝u B ,18

ιn : An ↪→ An+1 , n ∈ N

where ιn is a well defined ∗-monomorphism thanks to Proposition II.11.5. After defining the20

connecting maps ϕnm := ιm−1 ◦ · · · ◦ ιn+1 ◦ ιn (n < m) and ϕnn := IAn for each n ∈ N, it is
immediate to verify that (An, ϕnm)n≤m is a direct system of C∗-algebras over N, thus yielding22

the direct limit unital ∗-algebra
A∞ := lim

−→n
An .24

It is well known that A∞ comes with a family of canonical maps ȷn : An → A∞ (n ∈ N) s.t.
ȷm ◦ ϕnm = ȷn for every n ≤ m, and that A∞ satisfies a universal property: if A is a unital26

∗-algebra admitting a family of unital ∗-homomorphisms ηn : An → A satisfying ηm ◦ ϕnm = ηn
(m,n ∈ N, n ≤ m), then there exists a unique unital ∗-homomorphism Γ: A∞ → A s.t.28

ηn = Γ ◦ ȷn for every n ∈ N.

Now, set30

α(1)
g := βg ∈ Aut(A1), α

(n+1)
g := α(n)

g ⃝u βg ∈ Aut(An+1), g ∈ G, n ∈ N

Then, α(n) : g 7→ α(n)
g defines a pointwise norm-continuous action of G on An for each n ∈ N.32

Furthermore, the automorphisms
Ä
α(n)
g

ä
n∈N
g∈G

evidently satisfy the relations

α(m)
g ◦ ϕnm = ϕnm ◦ α(n)

g , n ≤ m, g ∈ G . (III.5)34

If we fix g ∈ G and take A := A∞, ηn,g := ȷn ◦ α(n)
g (n ∈ N), by using Equation III.5 we

immediately see that36

ηm,g ◦ ϕnm = ȷm ◦ α(m)
g ◦ ϕnm = ȷm ◦ ϕnm ◦ α(n)

g = ȷn ◦ α(n)
g = ηn,g
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hence by the universal property of A∞, there exists a unique unital ∗-endomorphism Γ := α∞g ∈
End(A∞). Not only that, for every g ∈ G, α(∞)

g ∈ Aut(A∞) (see Lemma L.1.3 at p. 300 in 2

[108]), thus providing an action G
α(∞)

↷ A∞. The non-negative quantity

∥ȷn(xn)∥A∞ := ∥xn∥An , xn ∈ An, n ∈ N 4

defines a C∗-norm on A∞, inducing the final topology associated to the canonical maps ȷn’s.
The completion of A∞ w.r.t. ∥ · ∥A∞ is the C∗-inductive limit A of the above direct system 6

(An, ϕnm)n≤m. It is endowed with a family of canonical isometric maps, again denoted by
ȷn : An ↪→ A (n ∈ N), and its universal property follows verbatim the one of A∞, as long as we 8

require A to be a unital C∗-algebra. Moreover, the following relations hold (see Proposition
L.2.2 at pp. 303-304 in [108]): 10

Asa =
⋃
n∈N

ȷn (An,sa)

A+ =
⋃
n∈N

ȷn (An,+)

A+ ∩BA =
⋃
n∈N

ȷn (An,+ ∩BAn)

U(A) =
⋃
n∈N

ȷn (U(An))

L(A) =
⋃
n∈N

ȷn (L(An))

GL(A) ⊊
⋃
n∈N

ȷn(GL(An))

where BA (respectively, BAn) is the closed unit ball of A (An) and L(A) (respectively, L(An)) is 12

the lattice of the orthogonal projections in A (An). Recall also that GL(A) and GL(An) are
open. 14

Lastly, for every g ∈ G, α(∞)
g ∈ Aut(A∞) is ∥ · ∥A∞-isometric, thus extendable to a C∗-

automorphism αg ∈ Aut(A). It is immediate to check that the map g 7→ αg is pointwise 16

norm-continuous, thus yielding an action G
α↷ A. We collect the previous results in the

following 18

Theorem III.3.2
The inductive sequence of C∗-algebras (An)n, together with the compatible sequence of actions 20(
G

α(n)

↷ An

)
n
, determines a C∗-system (A, G, α), referred to as the (minimal) C∗-inductive limit

of a (countably) infinite number of copies of a single C∗-system (B, G, β). 22

We will also refer to A in the previous theorem as the twisted chain of B, of which A∞ is the
(dense, involutive) algebra of localized elements. It admits a Ĝ-graded structure, where for every 24

σ ∈ Ĝ, the σ-spectral subspace of A is

Aσ =

[
ȷn(B(σ1,...,σn)) :

n∑
i=1

σi = σ, n ∈ N

]
2, B(σ1,...,σn) := Bσ1 ⊙ · · · ⊙Bσn ⊆ An . 26

We conclude the section with a clarification. For any n ∈ N, there are exactly Cn−1 :=
1

n

Ç
2(n− 1)

n− 1

å
ways of inserting brackets in a chain of n copies of B in order to associate the 28

n − 1 products ⃝u among them.3 For example, for n = 4, there are C3 = 5 distinct ways to
parenthesize a chain of 4 copies of B: 30

2For a subset S, [S] := spanC S.
3Cm is called the mth Catalan number.
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(B⃝u B)⃝u (B⃝u B), ((B⃝u B)⃝u B)⃝u B = A4,

(B⃝u (B⃝u B))⃝u B, B⃝u ((B⃝u B)⃝u B), B⃝u (B⃝u (B⃝u B)) .2

In view of Lemma III.3.1, all the five C∗-algebras above are isomorphic. More in general, for
every n ∈ N, all the Cn possible parenthesizations are isomorphic C∗-algebras. The previous4

considerations allows us to simply write An = B⃝u · · · ⃝u B︸ ︷︷ ︸
n copies

.

Analogously, A∞ = lim
−→n

B⃝u · · · ⃝u B︸ ︷︷ ︸
n copies

. It is then meaningful to write ⃝u
n∈N

B := A∞ = A, exactly6

as for the usual tensor product (see p. 18-28 in [43]).

III.4. The flip maps Φ and Φu8

To avoid ambiguities, we will temporarily assume S(Ĝ) ∩ A(Ĝ) = (1“G×“G). This requirement is

equivalent to ask that Ĝ is 2-divisible (i.e. Ĝ = Ĝ2), a condition which is satisfied in a variety10

of cases, such as Ĝ finite with odd order, the discrete real line Rd, the discrete circle Rd/Z, and

the additive rationals Q. (On the other hand, Ĝ is evidently not 2-divisible when having even12

order, or for Ĝ = Zn; we will see what happens in these cases later on.)

Given non-trivial u ∈ B(Ĝ), we define the (respectively, untwisted and twisted) flip maps as the14

C-linear extensions of

Φ: Bo ⃝u Bo → Bo ⃝u Bo

a⃝u b 7→ b⃝u a

Φu : Bo ⃝u Bo → Bo ⃝u Bo

A⃝u B 7→ u(A,B)B ⃝u A (A,B homogeneous).
16

Our purpose is to investigate the properties of Φ and Φu, according to the ones imposed on the
algebra B and the bicharacter u. Precisely, we aim to show the following scheme:

∗-preservation

Flip u ∈ S(Ĝ) u ∈ A(Ĝ)

Φ ✓ ✗

Φu ✗ ✓

product-preservation

Flip u ∈ S(Ĝ) u ∈ A(Ĝ)

Φ ✗ ✗

Φu ✗ ✓

product-reversal, B abelian

Flip u ∈ S(Ĝ) u ∈ A(Ĝ)

Φ ✓ ✗

Φu ✗ ✗

To accomplish that, consider any function f : Ĝ× Ĝ→ T and the self-map

Φf : Bo ⃝u Bo → Bo ⃝u Bo

a⊙ b 7→ f∂a,∂b b⊙ a (a, b homogeneous)
18

Then, one straightforwardly checks that Φf always intertwines the direct product action of
G×G on Bo ⃝u Bo, i.e.20

Φf ◦ (βg ⃝u βg′) = (βg′ ⃝u βg) ◦ Φf , g, g′ ∈ G (III.6)

and that it is22

(i) ∗-preserving if fσ,τfσ−1,τ−1 = u(σ, τ)u(τ, σ) (σ, τ ∈ Ĝ)

(ii) product-preserving if fσ,τfξ,ηfσξ,τη = u(η, σ)u(ξ, τ) (σ, τ, ξ, η ∈ Ĝ)24

(iii) product-reversing (when B is abelian) if fσ,τfξ,ηfσξ,τη = u(τ, ξ)u(ξ, τ) (σ, τ, ξ, η ∈ Ĝ)
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Therefore, Φ corresponds to the case f = 1“G×“G (i.e. Φ = Φ1), whereas Φu to the case f = u.
Notice that the sufficient conditions here listed become also necessary if for every pair of 2

characters σ, τ ∈ Ĝ, BσBτ ̸= {0} (a condition which is, in general, stronger than the G-action
having full spectrum on B). 4

When u ∈ S(Ĝ), Φ = Φ1 clearly satisfies condition (i) (for any C∗-algebra B) and condition
(iii) (for B abelian), while (ii) fails to hold since u is non-trivial. On the other hand, Φu does 6

not comply with any of the three conditions. On the contrary, when u ∈ A(Ĝ), Φu satisfies
conditions (i) and (ii), whereas Φ = Φ1 is compatible with none of (i), (ii), (iii). 8

We collect these results in the following

Lemma III.4.1 10

If u ∈ A(Ĝ), Φu isometrically extends to an involutive ∗-automorphism (again denoted by Φu)
of B⃝u B, intertwining the direct product action of G×G on B⃝u B. In particular, every Φu- 12

invariant state φ ∈ S(B⃝u B) induces a covariant unitary GNS representation (Hφ, πφ, Uφ, ξφ)
of B⃝u B, where U2

φ = I on Hφ. 14

If u ∈ S(Ĝ) and B is abelian, Φ isometrically extends to an involutive ∗-anti-automorphism
(again denoted by Φ) of B⃝u B, intertwining the direct product action of G×G on B⃝u B. 16

In particular, every Φ-invariant state φ ∈ S(B⃝u B) induces a covariant anti-unitary GNS

representation (Hφ, πφ, Ũφ, ξφ) of B⃝u B, where Ũ2
φ = I on Hφ. 18

Proof.
By the previous discussion, if u ∈ A(Ĝ), Φu is an (involutive) ∗-automorphism of Bo ⃝u Bo, so 20

let us check that it is min-isometric. Firstly, observe that since u ∈ A(Ĝ), for every pair of

characters σ, s ∈ Ĝ we have s(gσ) = s(σg) = σ(gs) = σ(sg), and in particular gσ = σg ∈ G for 22

every σ ∈ Ĝ. If ω, φ ∈ SG(B) and Σφ,ω : Hφ⊗Hω → Hω⊗Hφ is the swapping unitary operator
on the Hilbert tensor products of the associated GNS spaces, then for each homogeneous 24

a, b ∈ B,

[(πωUω
⃝u πφ)◦Φu](a⃝u b) = u(a, b)πω(b)Uω(g∂a)⊗πφ(a) = u(a, b)Σφ,ωπφ(a)⊗πω(b)Uω(g∂a)Σ

∗
φ,ω = 26

= u(a, b)Σφ,ωπφ(a)⊗ Uω(g∂a)πω(β−1g∂a(b))Σ∗φ,ω = Σφ,ωπφ(a)⊗ Uω(∂ag)πω(b)Σ∗φ,ω =

= Σφ,ω(πφ ⃝u Uωπω)(a⃝u b)Σ∗φ,ω . 28

The equality above easily extends to every x ∈ Bo ⃝u Bo, hence giving

∥Φu(x)∥min = sup
ω,φ∈SG(A)

∥(πω×φ ◦ Φu)(x)∥B(Hω⊗Hφ) = sup
φ,ω∈SG(A)

∥πφ×ω(x)∥B(Hφ⊗Hω) = ∥x∥min . 30

In particular, the isometric extension of Φu (again denoted by Φu) is an involutive ∗-automorphism
of B⃝u B. Lastly, if φ ∈ S(B⃝u B) is Φu-invariant, the densely defined operator 32

Uφ(πφ(x)ξφ) := (πφ ◦ Φu)(x)ξφ, x ∈ B⃝u B

extends to a selfadjoint (equivalently, involutive) unitary operator Uφ ∈ U(Hφ) s.t. Uφξφ = ξφ 34

and Uφπφ(x)Uφ = (πφ ◦ Φu)(x), x ∈ B⃝u B (see [59], Lemma 2.1, p. 11).

If u ∈ S(Ĝ) and B is abelian, by the previous discussion Φ is an (involutive) ∗-anti-automorphism 36

of Bo ⃝u Bo. Furthermore, Φ induces a compatible C∗-norm ∥ · ∥Φ := ∥Φ(·)∥min on Bo ⃝u Bo

since 38

∥(βg ⃝u βg′)(x)∥Φ = ∥Φ ◦ (βg ⃝u βg′)(x)∥min = ∥(βg′ ⃝u βg) ◦ Φ(x)∥min = ∥Φ(x)∥min = ∥x∥Φ
for every g, g′ ∈ Bo ⃝u Bo. Thus, by Theorem II.17.4, ∥ · ∥Φ = ∥ · ∥min and the isometric 40

extension of Φ (again denoted by Φ) is an involutive ∗-anti-automorphism of B⃝u B. Lastly, if
φ ∈ S(B⃝u B) is invariant under Φ, the densely defined operator 42

Ũφ(πφ(x)ξφ) := (πφ ◦ Φ)(x∗)ξφ, x ∈ B⃝u B
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extends to a C-antilinear operator Ũφ : Hφ → Hφ s.t. ⟨Ũφξ, Ũφη⟩Hφ = ⟨ξ, η⟩Hφ
and ⟨Ũφξ, η⟩ =

⟨ξ, Ũφη⟩Hφ
for every η, ξ ∈ Hφ, i.e. a selfadjoint (equivalently, involutive) anti-unitary operator2

Ũφ. Moreover, Ũφξφ = ξφ and Ũφπφ(x∗)Ũφ = (πφ ◦ Φ)(x), x ∈ B⃝u B.

Remark III.4.24

The previous lemma provides:

� a C∗-system (B⃝u B,Z2,Φu) for u ∈ A(Ĝ), where each even state φ ∈ SZ2(B⃝u B) induces6

a Z2-grading on its GNS Hilbert space Hφ = Hφ,+ ⊕Hφ,− := ker(Uφ − I)⊕ ker(Uφ + I)

� a pair (B⃝u B,Φ) for u ∈ S(Ĝ) and B abelian, where each Φ-invariant state φ ∈ SΦ(B⃝u B)8

induces a decomposition of its GNS Hilbert space Hφ = K̃φ,+ ⊕ K̃φ,− = K̃φ,+ ⊕ i K̃φ,+,

where K̃φ,± := {ξ ∈ Hφ : Ũφξ = ±ξ} are merely R-linear closed subspaces of Hφ10

For a general (non-trivial) abelian discrete group Ĝ, if u ∈ S(Ĝ)∩ A(Ĝ) is non-degenerate, then

clearly im(u) = {±1} ∼= Z2. (We remark that the viceversa is not true: u(σ, τ) = (−1)σ
t( 1 1

0 1 )τ
12

for σ, τ ∈ Z2
2 is a non-degenerate bicharacter s.t. im(u) = {±1}, but u ̸∈ S(Z2

2) = A(Z2
2).)

Therefore, requiring u to belong to S(Ĝ)\A(Ĝ) is equivalent to have u ∈ S(Ĝ) s.t. {±1} ⊊ im(u).14

In such a case, the first column in the three tables above can be filled in likewise. Analogously,
u ∈ A(Ĝ) \ S(Ĝ) if and only if u ∈ A(Ĝ) and {±1} ⊊ im(u), in which case the second column is16

completed in the same manner.
In view of Lemma III.4.1, one might be led to think that, up to substituting unitary operators18

with anti-unitary ones, all the ergodic theory of symmetric states on a twisted chain of an
abelian C∗-algebra B could be performed also in the case when u ∈ S(Ĝ)\A(Ĝ). Unfortunately,20

this hope is promptly dampened by the fact that, when adding a third copy of B to the tensor
product, the mapping Φ⃝u IBo is in general just a unital, ∗-preserving, involutive self-map on22

(Bo ⃝u Bo)⃝u Bo, with no further satisfying properties, not even positivity. To motivate this
statement, we observe that the following requirements are equivalent:24

� Φ⃝u IBo is min-contractive on Bo ⃝u Bo ⃝u Bo

� Φ⃝u IBo is min-isometric on Bo ⃝u Bo ⃝u Bo26

� Φ⃝u IBo extends to an order automorphism of B⃝u B⃝u B

� Φ⃝u IBo extends to a Jordan automorphism of B⃝u B⃝u B28

For instance, if B := C(T) and uα(m,n) := ei2παmn (α irrational, m,n ∈ Z), then uα ∈
S(Ĝ) \A(Ĝ) and Φ results to be an involutive ∗-anti-automorphism of the rotation algebra Aα =30

C(T)⃝u C(T). However, Φ⃝u IC(T)o on (C(T)o⃝u C(T)o)⃝u C(T)o cannot have a positive extension
to the minimal completion. By contradiction, if it did, by the previous discussion it would be a32

Jordan automorphism of C(T)⃝u C(T)⃝u C(T). We straightforwardly see that this is not the case, by
exhibiting x, y ∈ C(T)o⃝u C(T)o⃝u C(T)o s.t. Φ⃝u IC(T)o({x, y}) ̸= {(Φ⃝u IC(T)o)(x), (Φ⃝u IC(T)o)(y)}.34

Let (U, V,W ) the ordered triplet of generators of C(T)o⃝u C(T)o⃝u C(T)o and x := UW , y := V 2W .
Then,36

Φ⃝u IC(T)o({x, y}) = Φ⃝u IC(T)o((e
−i4πα + e−i6πα)UV 2W 2) = e−i2πα(e−i2πα + e−i4πα)U2VW 2

38 {
(Φ⃝u IC(T)o)(x), (Φ⃝u IC(T)o)(y)

}
= (VW )(U2W )+(U2W )(VW ) = e−i2πα(e−i6πα+1)U2VW 2 .

This is the reason why, from now on, we will restrict our analysis to u ∈ A(Ĝ), in which case40

all the (embedded) flips Φu will act as ∗-automorphisms on a twisted chain of a C∗-algebra B,
then inducing a well-defined action of the finitary symmetric group S.42
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III.5. Non-degenerate skew-symmetric bicharacters

In this section, all the abelian groups G we deal with are finite (hence, direct products of cyclic 2

subgroups of prime-power order). For u ∈ B(G) and any subgroup H ≤ G, we write (by a
slight abuse of notation) u|H for the restriction of u to the direct product H × H. Clearly, 4

u|H ∈ B(H). Moreover, if ui ∈ B(Gi) (i = 1, 2), we define u1 ⊗ u2 ∈ B(G1 × G2) as

(u1 ⊗ u2)((g1, g2), (g′1, g′2)) := u1(g1, g
′
1)u2(g2, g

′
2), gi, g

′
i ∈ Gi (III.7) 6

We say that (G1, u1) and (G2, u2) are equivalent (and write u1 ∼ u2) if there exists a group
isomorphism T : G1

∼−→ G2 s.t. u1(g, h) = u2(T (g), T (h)), g, h ∈ G1. A skew-symmetric 8

bicharacter u ∈ A(G) is reducible if there exist two pairs (Gi, ui), i = 1, 2, s.t.


G1,G2 ̸∼= (0)

G ∼= G1 × G2
u ∼ u1 ⊗ u2

.

Lastly, a non-degenerate bicharacter u ∈ A(G) is elementary if (u,G) is equivalent to one of the 10

following three pairs:

(1) Fermi bicharacter of Z2 12

(Z2, uF), uF(x, y) := (−1)xy, where x, y ∈ Z2 = {0, 1}.
In this case, ∆+ = (0). 14

(2) Non-symplectic bicharacters of the 2-primary groups Z2
2n

(Z2n × Z2n , u2n), u2n(x,y) := ξ
xt
[
2n−1 1
−1 0

]
y
, where 16

� n ≥ 1 and x,y ∈ Z2n × Z2n

� ξ ∈ T is a primitive 2n-th root of unity (i.e. ξ(2
n) = 1 and n = min{k ∈ N : ξ(2

k) = 1}) 18

In this case, ∆+ = ⟨2⟩ × Z2n
∼= Z2n−1 × Z2n .

(3) Symplectic bicharacters of the p-primary groups Z2
pn 20

(Zpn × Zpn , wζ), wpn(x,y) := ζx
t[ 0 1
−1 0 ]y where

� n ≥ 1, p ≥ 2 is prime and x,y ∈ Zpn × Zpn 22

� ζ ∈ T is a primitive pn-th root of unity (i.e. ζ(p
n) = 1 and n = min{k ∈ N : ζ(p

k) = 1})

In this case, ∆+ = Z2
pn . 24

Recall that a pn-th root of unity ζ ∈ T is primitive if and only if 1, ζ, · · · , ζpn−1 ∈ T are all

distinct. Equivalently, ζ = ei
2π
pn
L for some L = 1, . . . , pn s.t. gcd(pn, L) = 1 i.e. p ̸ |L. In other 26

words, L /∈ {kp : k = 1, . . . , pn−1}, so that there are exactly φ(pn) = pn − pn−1 = pn
Å

1− 1

p

ã
totatives of pn, each corresponding to a distinct pn-th primitive root of unity (φ is the Euler’s 28

totient function). Let U(Zpn) be the multiplicative group of totatives of pn (i.e. units of the
commutative, unital ring Zpn). Then, we can re-write 30

u2n(x,y) = e
i 2π
2n

xt
[
2n−1 K
−K 0

]
y

= ei
2π
2n
bK(x,y), K ∈ U(Z2n)

32

wpn(x,y) = e
i 2π
pn

xt
î

0 L
−L 0

ó
y

= ei
2π
2n
cL(x,y), L ∈ U(Zpn)
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where bK : Z2n × Z2n → Z2n (respectively, cL : Zpn × Zpn → Zpn) is the Z2n-bilinear (Zpn-
bilinear), non-degenerate, skew-symmetric map having coordinate matrix

[
2n−1 K
−K 0

]
∈M2(Z2n)2

(
[

0 L
−L 0

]
∈M2(Zpn)).

Up to bicharacter equivalence, the definitions of u2n , wpn do not depend on the particular choice4

of primitive roots ξ, ζ ∈ T, respectively (or equivalently, on the choice of K ∈ U(Z2n) and
L ∈ U(Zpn)). Indeed, once fixed K ∈ U(Z2n), u ∼ u2n if and only if6

u(x,y) = e
i 2π
2n

xt
(
T t
[
2n−1 K
−K 0

]
T
)
y

for some matrix T ∈ GL2(Z2n) = {M ∈ M2(Z2n) : det(M) ∈ U(Z2n)}, so that bicharacter8

equivalence translates into congruence (change of basis) of coordinate matrices over Z2n . Then,
for each K ′ ∈ U(Z2n),10

� if T :=
[
K′ 0
0 K−1

]
∈ GL2(Z2n), then T t

[
2n−1 K
−K 0

]
T =

[
2n−1 K′

−K′ 0

]
� if T :=

[
0 K′

−K−1 0

]
∈ GL2(Z2n), then T t

[
2n−1 K
−K 0

]
T =

[
0 K′

−K′ 2n−1

]
12

� if T :=
[

K K′

−K−1 0

]
∈ GL2(Z2n), then T t

[
2n−1 K
−K 0

]
T =

î
2n−1 2n−1+K′

−(2n−1+K′) 2n−1

ó
In other words,

[
2n−1 K
−K 0

]
∼
[
2n−1 K′

−K′ 0

]
∼
[

0 K′

−K′ 2n−1

]
∼
î

2n−1 2n−1+K′

−(2n−1+K′) 2n−1

ó
for any K,K ′ ∈14

U(Z2n). Analogously, once fixed L ∈ U(Zpn), u ∼ wpn if and only if

u(x,y) = e
i 2π
pn

xt
Ä
T t
î

0 L
−L 0

ó
T
ä
y

16

for some T ∈ GL2(Zpn). In particular, for every L′ ∈ U(Zpn), if T :=
[
L′ 0
0 L−1

]
∈ GL2(Zpn),

then T t
[

0 L
−L 0

]
T =

[
0 L′

−L′ 0

]
, so that

[
0 L
−L 0

]
∼
[

0 L′

−L′ 0

]
for any L,L′ ∈ U(Zpn).18

We also define the non-degenerate skew-symmetric bicharacter on the Klein 4-group K4 :=
Z2 × Z2 as20

uK(x,y) := (−1)x
t[ 1 0

0 1 ]y = (−1)x
t·y, x,y ∈ K4 .

By the above discussion, uK ∼ u2 via T = [ 1 1
1 0 ]. Moreover, uK is evidently reducible, since22

uK ∼ uF ⊗ uF. We will refer to uK as the Klein bicharacter of K4. The results below are due to
Zolotykh (Lemma 6 at p. 459, Lemma 7 at p. 460 and Theorem 1 at p. 461 in [82]).24

Theorem III.5.1 (Zolotykh, [82])
The following facts hold true:26

(i) The elementary bicharacters are pairwise non-equivalent: for every m,n ∈ N and prime
p ≥ 2, uF ̸∼ u2m ̸∼ wpn28

(ii) u2 ∼ uK is the only reducible bicharacter among the elementary ones

(iii) conversely, if the pair (G, u) is s.t. G ̸= (0) and u ∈ A(G) is non-degenerate and irreducible,30

then (G, u) is equivalent to (Z2, uF), (Z2m × Z2m , u2m) for unique m ≥ 2, or (Zpn , wpn) for
unique n ≥ 132

(iv) u2n ⊗ u2m ∼ w2n ⊗ u2m for every n ≥ m ≥ 1

(v) uF ⊗ u2m ∼ uF ⊗ w2m for every m ≥ 134

(vi) if G is a finite, abelian p-group (|G| = pd for some prime p ≥ 2, d ∈ N) and u ∈ A(G) is
non-degenerate, then there exists a unique (up to rearrangements) group presentation for36

which

(G, u) ∼

(
N×
i=1

Gi,
N⊗
i=1

u|Gi

)
38
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where (Gi, u|Gi) ∼ (Zpni × Zpni , wpni ) (ni ∈ N) for every i = 1, . . . , N , except at most one
j, for which either (Gj, u|Gj) ∼ (Z2, uF) or (Gj, u|Gj) ∼ (Z2m × Z2m , u2m) (m ∈ N) 2

(vii) if G is a finite, abelian group and u ∈ A(G) is non-degenerate, then there exists a unique
(up to rearrangements) group presentation for which 4

(G, u) ∼

(
N×
i=1

Gi,
N⊗
i=1

u|Gi

)

where each Gi is a pi-group, with the pi’s pairwise coprime, and u|Gi ∈ A(Gi) is non- 6

degenerate (i = 1, . . . , n). If there exists (unique) j = 1, . . . , N s.t. Gj is a 2-group
and its decomposition in point (vi) contains a (unique) Fermi factor (Z2, uF), then 8

(G, u) ∼ (Z2×∆+, uF⊗u|∆+); otherwise G is of central type, i.e. it admits a non-degenerate
(normalized) 2-cocycle/multiplier ω ∈ Z2(G,T). 10

Remark III.5.2
Following a well-known Scheunert’s construction (see [72]), every u ∈ A(G) gives rise to some ũ ∈ 12

Λ(G). Indeed, let u0 ∈ A(G) be the bicharacter defined by u0(g, g
′) :=

®
−1 if (g, g′) ∈ ∆− ×∆−

+1 otherwise
.

Then, it is easy to verify that ũ := u0u ∈ Λ(G) ⊆ A(G). In particular, if G is a finitely generated 14

abelian group, then (by Lemma 2 in Section 5 and Theorem 2 in Section 6 of [72]) there exists
a well-defined epimorphism between the 2-cohomology group H2(G,T) of G and the group of 16

alternating bicharacters Λ(G) on G

Alt : H2(G,T) ↠ Λ(G)

[ω] 7→
[
(g, g′) 7→ ω(g, g′)ω(g′, g)

] 18

in which case ũ = Alt([ω]) for some representative ω ∈ Z2(G,T) (in particular, ω can be chosen
in B(G)). For instance, 20

� u0uF = 1Z2×Z2 = Alt([1Z2×Z2 ])

� u0u2n ∼ w2n , for every n ∈ N, and w2n = Alt([ω]), where ω(x,y) := ζx
t[ 0 1

0 0 ]y, x,y ∈ 22

Z2n × Z2n , ζ ∈ T primitive 2n-th root of unity. In particular, for n = 1, u0uK ∼ w2.

III.6. The action of S on a twisted chain 24

From now on, we will deal with non-degenerate u ∈ A(Ĝ) only. In a nutshell, as exposed in the
previous section, the reason of this assumption is that in such a case the flip map Φu realizes 26

an involutive ∗-automorphism of B⃝u B which intertwines the product action of G×G, and a
fortiori the diagonal action of G. 28

For each n ∈ N, define the discrete segment n := [1, n] = {1, . . . , n}, the symmetric group Sn

consisting of the n! permutations of n, and the n−1 adjacent transpositions πi := (i i+1) ∈ Sn 30

(i = 1, . . . , n− 1). Then, the C-linear extension of the map

πi(b1 ⃝u · · · ⃝u bi ⃝u bi+1 ⃝u · · · ⃝u bn) := u(bi, bi+1) b1 ⃝u · · · ⃝u bi+1 ⃝u bi ⃝u · · · ⃝u bn , 32

defined on the elementary tensor products of homogeneous elements, isometrically extends to
an element of Aut(An). This is just a particular case of a more general fact, as the following 34

proposition shows. As a premise, fix ρ ∈ Sn and let Iρ := {(l, k) ∈ n× n : l < k, ρ(l) > ρ(k)}
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be the set of inversions of ρ. Its cardinality is inv(ρ) := |Iρ| ∈
®

0, . . . ,

Ç
n

2

å´
, which coincides

with the Kendall τ -distance Kd(ρ, idn) of ρ from the trivial permutation idn. Also notice that2

if Σ: n× n→ n× n is the switch bijection, Iρ−1 = (ρ× ρ) ◦Σ(Iρ). We then have the following

Proposition III.6.14

Each ρ ∈ Sn induces an element of Aut(An). Moreover, for every homogeneous bl ∈ Bo,

ρ(b1 ⃝u · · · ⃝u bn) =
∏

(l,k)∈Iρ−1

u(bl, bk) bρ(1) ⃝u · · · ⃝u bρ(n) . (III.8)6

Proof.
Since the n − 1 adjacent transpositions of n form a generating set of the group Sn ∼ Sn,8

by the previous discussion, each ρ ∈ Sn induces an element of Aut(An). As concerns the
formula, it suffices to prove it for any product ρ of N adjacent transpositions, with N ≥ 1. We10

shall do it by induction on N . For N = 1, i.e. ρ = πi = (i i + 1) for some i = 1, . . . , n − 1,
Iρ−1 = Iρ = {(i, i + 1)} and the formula reduces to the one exposed above. Let us suppose12

that the result holds for some N ≥ 1 and prove it for N + 1. If ρ is a product of N adjacent
transpositions, then for every i = 1, . . . , n− 1, by inductive hypothesis we have14

(πi ◦ ρ)(b1 ⃝u · · · ⃝u bn) =

=
∏

(l,k)∈Iρ−1

u(bl, bk)u(bρ(i), bρ(i+1))(bρ(1) ⃝u · · · ⃝u bρ(i+1) ⃝u bρ(i) ⃝u · · · ⃝u bρ(n)) .16

Here, we are using the standard convention of reading the composition of cycles from right to
left, as for general functions. We are done if we prove the following equality:18

u(bρ(i), bρ(i+1))
∏

(l,k)∈Iρ−1

u(bl, bk) =
∏

(x,y)∈I(ρ◦πi)−1

u(bx, by)

or, equivalently,20

u(bρ(i), bρ(i+1))
∏

(l,k)∈Iρ−1

u(bl, bk)
∏

(x,y)∈Iπi◦ρ−1

u(bx, by) = 1 . (III.9)

(Recall that a composition of two permutations on an elementary tensor product acts on the
indices by reversing the composition).
Firstly, suppose ρ(i) < ρ(i+1). Then, (x, y) ∈ Iπi◦ρ−1 if and only if either (x, y) = (ρ(i), ρ(i+1))
or (x, y) ∈ Iρ−1 and satisfies one of the following seven cases:

(1) ρ−1(y) < ρ−1(x) < i

(2) ρ−1(y) < i < i+ 1 = ρ−1(x)

(3) ρ−1(y) < i < i+ 1 < ρ−1(x)

(4) ρ−1(y) = i < i+ 1 < ρ−1(x)

(5) ρ−1(y) = i+ 1 < ρ−1(x)

(6) i+ 1 < ρ−1(y) < ρ−1(x)

(7) ρ−1(y) < i = ρ−1(x)

In other words, Iπi◦ρ−1 = Iρ−1 ∪̇ {(ρ(i), ρ(i + 1))} and Equation III.9 follows. Instead, if22

ρ(i+ 1) < ρ(i), then Iρ−1 = Iπi◦ρ−1 ∪̇ {(ρ(i+ 1), ρ(i))} and again Equation III.9 is satisfied.

For each n ∈ N, if ȷn : An ↪→ A is the canonical embedding of An into A and ρ ∈ Sn,24

ȷn ◦ ρ : An → A extends to a well-defined ∗-automorphism of A by universal property of the
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C∗-inductive limit. We can say more. Let S be the finitary symmetric group on the set N, i.e.
the group of permutations of N leaving fixed all but a finite amount of elements (it is a normal, 2

conjugacy-closed subgroup of the symmetric group SN on N). It can be built from scratch as the
direct limit of the system (Sn, ϕnm)n≤m, where the connecting map ϕnm : Sn ↪→ Sm embeds 4

each ρ ∈ Sn into Sm as the unique permutation of m which act as ρ on the first n elements
and leaves the elements in m \ n = {n+ 1, . . . ,m} fixed. The groups Sn are then canonically 6

embedded in S and form an ascending chain of subgroups of S. Explicitly,

S =lim
−→n

Sn =
⋃
n∈N

Sn . 8

Now, there exists a unique group representation of S on A. Indeed, for each i ∈ N, let
Φi ∈ Aut(A) be the isometric extension to A of the adjacent transposition πi ∈ Aut(Ai+1). In 10

particular, Φi is involutive. Firstly, there exists a unique representation of the free (non-abelian)
group F over N 12

Π: F→ Aut(A)

w 7→ Φi1 ◦ · · · ◦ Φin

where i1 · · · in is the (unique) reduced form of the word w ∈ F. (Since the Φi’s are involutive, 14

this group representation is not faithful.) Secondly, we have the following

Theorem III.6.2 16

Let ρ ∈ S expressed (not uniquely) as a finite product of adjacent transpositions ρ =
πi1πi2 · · · πin , (ik ∈ N, k = 1, . . . , n). Then, the assignment ρ 7→ αρ := Φii ◦ · · · ◦ Φin real- 18

izes a well-defined, pointwise norm-continuous action S
α↷ A. Moreover, α commutes with the

diagonal action δ(β) of G on A: δ(β) ◦α = α ◦ δ(β). The action α is faithful provided that B ̸= C. 20

Proof.
It is well-known that S ∼= (F |R) where R is the set of relations in F 22

i2n = 1

inin+k = in+kin (k ≥ 2)

inin+1in = in+1inin+1

for every n ∈ N. (This is the so-called Coxeter presentation of the finitary symmetric group 24

S). Since the normal subgroup N ⊂ F generated by the relations above lies in ker(Π), then

Π passes to the quotient modulo N , yielding a well-defined representation Π̃ of S on A. It 26

is easy to see that Π̃ = α. Indeed, we already observed that the Φi are involutive and, easily,
Φi ◦Φi+k = Φi+k ◦Φi for every k ≥ 2. Lastly, the third relation is guaranteed by the Yang-Baxter 28

equality, satisfied by Φu on Bo ⃝u Bo ⃝u Bo

(Φu ⃝u IBo) ◦ (IBo
⃝u Φu) ◦ (Φu ⃝u IBo) = (IBo

⃝u Φu) ◦ (Φu ⃝u IBo) ◦ (IBo
⃝u Φu) , 30

then extended to B⃝u B⃝u B. Since S is discrete, α is clearly pointwise norm-continuous. That
α commutes with δ(β) is easily verifiable on the total set of localized homogeneous elements of 32

A. Lastly, if B ̸= C, α is also faithful. Indeed, if ρ ∈ S \ {idN}, there exist n, k ∈ N s.t. k ≤ n,
ρ ∈ Sn and ρ(k) ̸= k. Let bk ∈ B \ C1B be homogeneous and bj = 1B for every j ̸= k. Then, 34

by (III.8),

αρ(b0 ⃝u · · · ⃝u bk ⃝u · · · ⃝u bn ⃝u · · · ) = αρ(1B ⃝u · · · ⃝u bk ⃝u · · · ⃝u 1B ⃝u · · · ) = 36

= ρ(1B ⃝u · · · ⃝u bk ⃝u · · · ⃝u 1B)⃝u 1B ⃝u · · · =
= (1B ⃝u · · · ⃝u 1B︸︷︷︸

kth−place

⃝u · · · ⃝u bk︸︷︷︸
ρ−1(k)th−place

⃝u · · · ⃝u 1B)⃝u 1B ⃝u · · · 38

̸= b0 ⃝u · · · ⃝u bk ⃝u · · · ⃝u bn ⃝u · · ·
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i.e. αρ ̸= idA.

Theorem III.6.2 yields a new C∗-system (A,S, γ). We conclude this section by reporting and2

demonstrating a combinatorial estimate which will be of primary importance in the investigation
of the ergodic theory of the C∗-system (A,S, α). In words, it essentially states that the non-4

disjoining permutations in S are quite “rare”. For completeness, we give this “rareness” result
also for the family A of finite even permutations of N, the finitary alternating group. It is a6

simple, normal, index 2 subgroup of S.

Lemma III.6.3 (Combinatorial estimate for non-disjoining permutations)8

Let m,n ≥ 1. For sufficiently large N , there exists some positive constant Cm,n > 0 (depending
on m,n only) such that10

|{ρ ∈ SN : m ∩ ρ(n) ̸= ∅}|
(N − 1)!

= 2
|{ρ ∈ AN : m ∩ ρ(n) ̸= ∅}|

(N − 1)!
≤ Cm,n .

Proof.12

For each N ≥ m + n, set DN,m,n := |{ρ ∈ SN : m ∩ ρ(n) = ∅}| =
(N −m)!(N − n)!

(N − (m+ n))!
. By

Stirling’s approximation formula, when N is sufficiently large,14

DN,m,n
N !

∼
 

(N −m)(N − n)

N(N −m− n)
eλ =

√(
1− m

N

) (
1− n

N

)
1− m+n

N

eλN,m,n

where16

λN,m,n := (N−m) log(N−m)+(N−n) log(N−n)−N log(N)−(N−m−n) log(N−m−n) =

= N
[(

1− m

N

)
log
(

1− m

N

)
+
(

1− n

N

)
log
(

1− n

N

)
−
(

1− m+ n

N

)
log
(

1− m+ n

N

)]
=18

= −m
(

1− m

N

)
− n

(
1− n

N

)
+ (m+ n)

(
1− m+ n

N

)
+ o(1) = −2mn

N
+ o(1)

after performing a 1st-order MacLaurin expansion around N−1. It follows that20

DN,m,n
N !

=
(

1− m

2N

)(
1− n

2N

)(
1 +

m+ n

2N

)Å
1− 2mn

N

ã
+ o

(
N−4

)
= 1− 2mn

N
+ o(N−2)

whence22

|{ρ ∈ SN : m ∩ ρ(n) ̸= ∅}|
N !

= 1− DN,m,n
N !

=
2mn

N
+ o(N−2) .

In particular, there exists Cm,n > 0 such that24

|{ρ ∈ SN : m ∩ ρ(n) ̸= ∅}|
(N − 1)!

≤ Cm,n .

Lastly, we see at once that |{ρ ∈ AN : m ∩ ρ(n) = ∅}| =
(N−m)!

2
(N−n)!

2
(N−(m+n))!

2

=
DN,m,n

2
, so that26

|{ρ ∈ AN : m ∩ ρ(n) ̸= ∅}| = N !−DN,m,n
2

,

and the proof is accomplished.28
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III.7. Ergodic theory of (A,S, α)

A state ω ∈ S(A) is called symmetric if it is S-invariant, that is ω ◦ αρ = ω for every ρ ∈ S. 2

As seen in Section III.2, the family SS(A) of the symmetric states is a convex and weakly-∗

compact subset of S(A), with extremal points forming ES(A) ̸= ∅, the family of the (S-)ergodic 4

states. We also remind that, for each ω ∈ SS(A), the compression (or corner) map

EωB(Hω)Eω → B(HS
ω )

EωXEω 7→ XS := EωX|HS
ω

6

is a ∗-isomorphism of C∗-algebras, identifying Eωπω(A)Eω with an operator system πω(A)S ⊆
B(HS

ω ) acting upon HS
ω . Observe that, for x ∈ A, πω(x)S = 0 if and only if πω(x)HS

ω ⊆ (HS
ω )⊥. 8

Theorem III.7.1 (Commutation and Anticommutation Relations in πω(A)S)
Let ω ∈ SS(A) and x, y, a, b ∈ A homogeneous. Then, 10

(i)
{
πω(x)S, πω(y)S

}
=
(
1 + u(x, y)

)
πω(x)Sπω(y)S

(ii)
[
πω(x)S, πω(y)S

]
=
(
1− u(x, y)

)
πω(x)Sπω(y)S 12

(iii) M{ω(a[x, ρ(y)]b)} = (1− u(x, y))u(b, y)
〈
πω(axb)Sπω(y)Sξω, ξω

〉
HS

ω

In particular, if πω(x)S ∈ B(HS
ω ) is non-zero, then u(x, x) = 1 and πω(x)S is normal. 14

Proof.
We start from homogeneous x, y ∈ A∞, respectively localized in the discrete segments t := [1, t] 16

and u := [1, u] (t, u ∈ N). By the celebrated von Neumann ergodic theorem,

{Eωπω(x)Eω, Eωπω(y)Eω} =M{Eωπω({x, ρ(y)})Eω} = s-lim
N→+∞

1

N !

∑
ρ∈SN

Eωπω({x, ρ(y)})Eω . 18

Let v := max{t, u}. For each N ≥ 2v, consider the family ΓN,v := {g ∈ SN | v ∩ ρ(v) = ∅} of
permutations of N := [1, N ] which fully displace v. Then, 20∑

ρ∈SN

Eωπω
(
{x, ρ(y)}

)
Eω =

∑
ρ∈ΓN,v

Eωπω
(
{x, ρ(y)}

)
Eω +

∑
ρ ̸∈ΓN,v

Eωπω
(
{x, ρ(y)}

)
Eω =

=
(
1 + u(x, y)

) ∑
ρ∈ΓN,v

Eωπω
(
xρ(y)

)
Eω +

∑
ρ̸∈ΓN,v

Eωπω
(
{x, ρ(y)}

)
Eω = 22

=
(
1+u(x, y)

) ∑
ρ∈SN

Eωπω
(
xρ(y)

)
Eω+

∑
ρ ̸∈ΓN,v

(
Eωπω

(
{x, ρ(y)}

)
Eω−

(
1+u(x, y)

)
Eωπω

(
xρ(y)

)
Eω

)
=

=
(
1 + u(x, y)

) ∑
ρ∈SN

Eωπω
(
xρ(y)

)
Eω +

∑
ρ̸∈ΓN,v

Eωπω
(
ρ(y)x− u(x, y)xρ(y)

)
Eω 24

By Lemma III.6.3, the norm of the second addendum above is o(N !) as N ≥ 2v tends to +∞:

1

N !

∥∥∥∥∥∥
∑
ρ ̸∈ΓN,v

Eωπω
(
ρ(y)x− u(x, y)xρ(y)

)
Eω

∥∥∥∥∥∥ ≤ 1

N !

∑
ρ ̸∈ΓN,v

∥∥∥ρ(y)x− u(x, y)xρ(y)
∥∥∥ 26

≤ 2∥x∥∥y∥
|ΓcN,v|
N !

≤ 2∥x∥∥y∥Cv
N

N↑+∞−−−−→ 0 .
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Therefore, by passing to the limit as N tends to +∞:

{Eωπω(x)Eω, Eωπω(y)Eω} =
(
1 + u(x, y)

)
s-lim
N→+∞

1

N !

∑
ρ∈SN

Eωπω(xρ(y))Eω =2

=
(
1 + u(x, y)

)
s-lim
N→+∞

1

N !

∑
ρ∈SN

Eωπω(x)Uω(ρ)πω(y)Eω =
(
1 + u(x, y)

)
Eωπω(x)Eωπω(y)Eω

and equality (i) is established for localized homogeneous elements x, y ∈ A∞. Now, since for4

every σ ∈ Ĝ, Aσ = (A∞)σ
A
, if x, y ∈ A are any pair of homogeneous elements and ε ∈ (0, 1),

there exist xε, yε ∈ A∞ s.t. ∂xε = ∂x, ∂yε = ∂y and ∥x− xε∥A, ∥y − yε∥A < ε. It follows that6

∥Eωπω(x)Eωπω(y)Eω − Eωπω(xε)Eωπω(yε)Eω∥ < ε(∥x∥+ ∥y∥+ ε)
8

∥{Eωπω(x)Eω, Eωπω(y)Eω} − {Eωπω(xε)Eω, Eωπω(yε)Eω}∥ < 2ε(∥x∥+ ∥y∥+ ε) .

By arbitrariness of ε ∈ (0, 1), equality (i) is then established for any homogeneous elements10

x, y ∈ A. A similar proof holds for (ii).
As concerns (iii), firstly observe that for every a, b, x, y ∈ A, both M{ω(axbρ(y))} and12

M{ω(ρ(y)axb)} are always perfectly meaningful, as

M{ω(axbρ(y))} = ⟨πω(axb)Eωπω(y)ξω, ξω⟩ ,14

M{ω(ρ(y)axb)} = ⟨πω(y)Eωπω(axb)ξω, ξω⟩ .16

Now, if a, b, x, y are homogeneous and belonging to A∞, by reasoning as above we get that
M{ω(axρ(y)b)} exists too, as18

M{ω(axρ(y)b)} = u(b, y)M{ω(axbρ(y))} . (III.10)

To extend Equation III.10 to every homogeneous element in A, we observe that for any ε ∈ (0, 1),20

there exist aε, xε, yε, bε ∈ A∞ s.t. ∂aε = ∂a, ∂xε = ∂x, ∂yε = ∂y, ∂bε = ∂b and |ω(axρ(y)b) −

ω(aεxερ(yε)bε)| < ε. In particular,

∣∣∣∣∣∣ 1

N !

∑
ρ∈SN

ω(axρ(y)b)− 1

N !

∑
ρ∈SN

ω(aεxερ(yε)bε)

∣∣∣∣∣∣ < ε, N ≥ 1.22

Since

{
1

N !

∑
ρ∈SN

ω(aεxερ(yε)bε)

}
N

converges,

{
1

N !

∑
ρ∈SN

ω(axρ(y)b)

}
N

is a Cauchy sequence

in C, thus convergent as well.24

It means that M{ω(axρ(y)b)} exists and M{ω(axρ(y)b)} = lim
ε↓0+
M{ω(aεxερ(yε)bε). By analo-

gously approximating M{ω(axbρ(y))}, we get Equation III.10 for any homogeneous elements26

a, x, y, b ∈ A. Similarly,

M{ω(aρ(y)xb)} = u(a, y)M{ω(ρ(y)axb)} (III.11)28

By Equation III.10 and Equation III.11,

M{ω(axρ(y)b)} = u(b, y)M{ω(axbρ(y))} = u(b, y)⟨πω(axb)Eωπω(y)ξω, ξω⟩30

M{ω(aρ(y)xb)} = u(a, y)M{ω(ρ(y)axb)} = u(x, y)u(b, y)⟨πω(axb)Eωπω(y)ξω, ξω⟩32

where we used point (i). Therefore,M{ω(a[x, ρ(y)]b)} = (1−u(x, y))u(b, y)⟨πω(axb)Eωπω(y)ξω, ξω⟩,
that is (iii).34

Lastly, by exploiting (i) or (ii) with y := x∗, we get

Eωπω(x∗)Eωπω(x)Eω = u(x, x)Eωπω(x)Eωπω(x∗)Eω .36

If Eωπω(x)Eω is non-zero, ∥Eωπω(x)Eωξ∥2 = u(x, x)∥Eωπω(x∗)Eωξ∥2 > 0 for some ξ ∈ Hω. It
follows that u(x, x) = 1 and πω(x)S is necessarily a normal operator on HS

ω . In particular,38
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� ran
(
πω(x)S

)
= ran

(
πω(x∗)S

)
� ker

(
πω(x)S

)
= ker

(
πω(x∗)S

)
= ran

(
πω(x)S

)⊥
= ran

(
πω(x∗)S

)⊥
2

and the proof is accomplished.

Thanks to Theorem III.7.1, we can give a necessary and sufficient condition for a symmetric 4

state ω ∈ SS(A) to be S-abelian, a crucial property for the upcoming De Finetti theorems. For

ω ∈ SS(A), let spt(ω) := [Aσ : ω|Aσ ̸= 0] = [Aσ : πω(Aσ)ξω ̸⊥ Cξω]. Also, let ∆∗+ := ∆+\{ι} ⊂ Ĝ. 6

If σ ∈ ∆∗+, let Tσ := ∆∗+ \ {σ}⊥u = {τ ∈ ∆∗+ : u(σ, τ) ̸= 1}. Then,

� Tσ is a (possibly, empty) symmetric subset of ∆∗+ 8

� Tσ = Tσ−1

� τ ∈ Tσ if and only if σ ∈ Tτ 10

In particular, πω

(⊕
τ∈Tσ

Aτ

)S

is a ∗-closed operator space in B(HS
ω ). We are now ready for the

investigation of the ergodic properties of SS(A). It will turn out that every symmetric state 12

satisfies an invariance property, in general weaker than the G-invariance one.

Corollary III.7.2 (Ergodic properties of symmetric states) 14

Let ω ∈ SS(A). Then,

(i) spt(ω) ⊆ [Aσ : πω(Aσ)S ̸= {0}] ⊆ [Aσ : σ ∈ ∆+]. 16

In particular, ω is ∆⊥+-invariant, where ∆⊥+ := {g ∈ G : σ(g) = 1, σ ∈ ∆+} is the
annihilator of ∆+. 18

(ii) ω is asymptotically abelian in average if and only if for each σ ∈ ∆∗+, τ ∈ Ĝ s.t. u(σ, τ) ̸= 1,

πω(Aσ)Sξω ∈

Ö⋂
x∈Aτ
b∈A

ker(πω(xb))

è
∩HS

ω (III.12) 20

(iii) ω is S-abelian if and only if for each σ ∈ ∆∗+,

πω (Aσ)SHS
ω ⊥ πω

(⊕
τ∈Tσ

Aτ

)S

HS
ω (III.13) 22

Proof.
Given a homogeneous x ∈ spt(ω), we have 0 < |ω(x)| ≤ ∥Eωπω(x)Eω∥. Therefore, by The- 24

orem III.7.1, u(x, x) = 1 i.e. x ∈ [Aσ : σ ∈ ∆+] and point (i) is accomplished. As concerns
(ii), by point (iii) of Theorem III.7.1, if x, y, a, b ∈ A are homogeneous and u(x, y) ̸= 1 (where 26

we can suppose ∂y ∈ ∆∗+, taking advantage of point (i)), then M{ω(a[x, ρ(y)]b)} = 0 if
and only if ⟨πω(xb)Eωπω(y)ξω, πω(a∗)ξω⟩ = 0. By density of ∔

σ∈“GAσ in A and cyclicity of ξω, 28

πω(xb)πω(y)Sξω = 0 i.e. πω(y)Sξω ∈ ker(πω(xb)). Lastly, point (i) along with an easy application
of point (ii) in Theorem III.7.1, implies that for homogeneous x, y ∈ A,

[
πω(x)S, πω(y)S

]
= 0 30

whenever ∂x ∈ ∆−, ∂y ∈ ∆− or u(x, y) = 1. That allows us to reduce to the case where ∂x ∈ ∆∗+
and ∂y ∈ T∂x. In this situation, again by point (ii) in Theorem III.7.1,

[
πω(x)S, πω(y)S

]
= 0 if 32

and only if πω(x)Sπω(y)S = 0, that is

⟨πω(x∗)Sξ, πω(y)Sη⟩HS
ω

= 0, ξ, η ∈ HS
ω 34

or ran
(
πω(x)S

)
= ran

(
πω(x∗)S

)
⊥ ran

(
πω(y)S

)
, whence Equation III.13 follows.
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Remark III.7.3
∆⊥+ is evidently a closed subgroup of G, hence compact. Point (i) in Corollary III.7.2 tells us2

that SS(A) ⊆ S∆⊥
+

(A). Observe that S∆⊥
+

(A) is a weakly-∗ compact and convex set, which

contains SG(A).4

Apparently, Corollary III.7.2 raises issues on the feasibility of the ergodic analysis of symmetric
states on a twisted chain. Precisely:6

(1) when u is symplectic, i.e. ∆+ = Ĝ, then ∆⊥+ = (0) and point (i) of Corollary III.7.2 does
not say much about the group action invariance of ω. This is not good news, since every8

non-degenerate u ∈ A(Ĝ) is symplectic whenever, for instance, either Ĝ has finite odd

order, or Ĝ = Zn, n ≥ 2.10

(2) asymptotic abelianness in average might be hard to achieve from Equation III.12, when
πω(Aσ)Sξω ̸= {0} for some σ ∈ ∆∗+.12

(3) even Equation III.13 in point (iii) is not easy to apply in general, since the explicit form
of the GNS covariant representation (Hω, πω, Uω, ξω) of a symmetric state ω ∈ SS(A) is,14

to the best of our knowledge, unclear, let alone the Uω(S)-invariant Hilbert space HS
ω .

We only observe that if (Ĝ, u) ∼ (Z2
p, wp) for prime p ≥ 3 (see Section III.5), one can16

prove that for each σ ∈ Z2
p \ {0}, ⟨σ⟩∗ := ⟨σ⟩ \ {0} = {τ ∈ Z2

p \ {0} : u(σ, τ) = 1} and
Equation III.13 translates into18

πω

Ñ⊕
τ∈⟨σ⟩∗

Aτ

éS

(HS
ω ) ⊥ πω

(⊕
τ∈Tσ

Aτ

)S

(HS
ω ), σ ∈ ∆∗+ .

Nonetheless, we can at least fully overcome question (3) by requiring the non-degenerate20

bicharacter u ∈ A(Ĝ) to satisfy u|∆+ ≡ 1 (in general, u|∆+ ∈ A(∆+) is just alternating). This
requirement, though resulting to be significantly restrictive, provides us a new model, never22

addressed before, upon which the ergodic theory of symmetric states can well be performed:
the Klein twisted chain. The following simple algebraic result in group theory explaines why.24

We take the occasion to express our gratitude to the anonymous user of Mathematics Stack
Exchange who gave elucidations on this result (see [111]).26

Proposition III.7.4
Let G be a discrete abelian group and consider a non-degenerate, skew-symmetric bicharacter28

u ∈ A(G) s.t. u|∆+ ≡ 1. Then, one of the following occurs:

(1) G = (0), u ≡ 1 and ∆+ = (0) (trivial bicharacter)30

(2) G ∼= Z2, u ∼ uF and ∆+ = (0) (Fermi bicharacter)

(3) G ∼= Z2 × Z2, u ∼ uK and ∆+
∼= Z2 (Klein bicharacter)32

Proof.
Recall that |G : ∆+| ≤ 2. If |G : ∆+| = 1 (i.e. ∆+ = G), then u ≡ 1, thus it is non-degenerate34

if and only if G = (0). Therefore, from now on, suppose |G : ∆+| = 2. The inclusion map

ι : ∆+ ↪→ G induces a canonical surjection π : Ĝ ↠ ”∆+ s.t. | kerπ| =
∣∣∣’G/∆+

∣∣∣ = |Z2| = 2. Since36

u is non-degenerate, the map

γ : G ↪→ Ĝ
g 7→ u(g, ·)

38
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is a group monomorphism. On the other hand, since u|∆+ ≡ 1, the composition

∆+

γ◦ι
↪−→ Ĝ

π
↠ ”∆+ 2

is the trivial homomorphism. This means that (γ ◦ ι)(∆+) ⊂ kerπ and hence

|∆+| = |(γ ◦ ι)(∆+)| ≤ | kerπ| = 2 . 4

Since |G : ∆+| = 2, this forces G to have order 2 ≤ |G| ≤ 4. More correctly, since |G| =
|G : ∆+||∆+| = 2|∆+|, |G| = 2, 4. If |G| = 2, then G ∼= Z2 and there exists a unique non- 6

degenerate bicharacter u ∈ B(G). Precisely, u ∼ uF, thus u is skew-symmetric (equivalently,
symmetric) and ∆+ = (0). If |G| = 4, then either G ∼= Z4 or G ∼= K4 = Z2 × Z2. On the one 8

hand, the only two non-degenerate bicharacters on Z4 have the form

uε(σ, τ) = i ε σ τ (σ, τ ∈ Z4) 10

for ε ∈ {±1}, thus they are symmetric, but not skew-symmetric. On the other hand, K4 admits a
unique (up to equivalence) non-degenerate skew-symmetric bicharacter s.t. |K4 : ∆+| = 2, that is 12

uK ∈ A(K4). Observe that ∆+ = {(0, 0), (1, 1)} and uK|∆+×∆+ ≡ 1. Therefore, G ∼= K4 = Z2×Z2

and u ∼ uK. 14

As already mentioned, by point (iii) in Corollary III.7.2, if Ĝ (and, consequently, the group G
acting on the tensor factor algebra B) is one of the three ones resulting from Proposition III.7.4, 16

any symmetric state ω ∈ SS(A) must be S-abelian. The first two cases were thoroughly
studied by Størmer in [76] and Fidaleo in [31], respectively. We briefly report their results in 18

the following two subsections. For starters, we define the Størmer’s shuffles as the sequence
(ρn)n≥1 ⊂ S s.t. 20

ρn(j) :=


j + 2n−1 if j ∈ 2n−1 = {1, . . . , 2n−1}
j − 2n−1 if j ∈ 2n \ 2n−1 = {2n−1 + 1, . . . , 2n}
j if j ≥ 2n + 1

(III.14)

for each n ≥ 1. For completeness, notice that ρ1 = (1 2) and that ρn ∈ A2n for every n ≥ 2, 22

since the number of inversions of ρn is inv(ρn) = 22n−2 (n ≥ 1).

III.7.1 G = Ĝ = (0), ⃝u = ⊗: the trivial twisted C∗-chain 24

This is the case where no twists are involved, and A corresponds to the infinite (minimal)

C∗-tensor product A := ⊗
n∈N

B
min

analyzed by Guichardet in Sections 2.3, 2.4, 2.5 and 2.6 of [43] 26

(p. 18-28). The following result combines Lemma 2.1 in [76] (p. 52), Theorem III.2.8 and point
(4) in Theorem 3.1 of [77] (p. 9). Observe that A is abelian, simple, nuclear, or separable if and 28

only if B is (since minimal tensor products and C∗-inductive limits preserve these properties,
see for instance [78]). 30

Theorem III.7.5
Let B be a unital C∗-algebra and A its minimal C∗-chain, upon which S acts canonically by 32

permutations of the indices. Then, lim
n→+∞

∥[ρn(a), b]∥ = 0 for every a, b ∈ A. Consequently, the

C∗-system (A,S) is asymptotically abelian and S acts largely on A. In particular, the family 34

of symmetric states SS(A) is a Choquet simplex.
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The largeness of the S-action on A also guarantees the existence and uniqueness of a σ-weakly
continuous, S-invariant expectation Φω : πω(A)′′ ↠ Zω ∩ Uω(S)′ for any ω ∈ SS(A), where2

Zω := πω(A)′ ∩ πω(A)′′ is the center of the GNS von Neumann algebra πω(A)′′ (see Theorem 3.1
in [77], p. 9). Moreover, (Φω ◦ πω)(a) = w-lim

n→+∞
(πω ◦ ρn)(a), a ∈ A (see Lemma 2.6 in [76], p. 56).4

To complete the ergodic description of SS(A), Størmer also characterizes the elements in ES(A)

(i.e. the ergodic symmetric states of A) as the ones of the form
∏
n∈N

ψ, with ψ ∈ S(B) any6

fixed state of B. Precisely, Theorems 2.7 (p. 57) and 2.8 (p. 58) in [76], Theorem III.2.3 and
Theorem III.2.7 give the following remarkable unified result.8

Theorem III.7.6 (Characterization of ES(A), A minimal C∗-chain)
Let ω ∈ SS(A). Then, the following are equivalent:10

(i) ω ∈ ES(A)

(ii) ω is strongly clustering : lim
n→+∞

ω(ρn(a)b) = ω(a)ω(b), a, b ∈ A12

(iii) ω is weakly clustering : inf
x∈co(G·a)

|ω(xb)− ω(a)ω(b)| = 0, a, b ∈ A

(iv) there exists ψ ∈ S(B) s.t. ω =
∏
n∈N

ψ14

In particular, ES(A) =

{∏
n∈N

ψ

}
ψ∈S(B)

is weakly-∗ closed, thus making SS(A) a Bauer simplex

in S(A). Precisely, (S(B), τw∗) and (ES(A), τw∗) are homeomorphic via the mapping16

ι : S(B)→ ES(A)

ψ →
∏
n∈N

ψ

Lastly, there exists a S-invariant, densely ranged p.u. map of C∗-algebras18

T : A→ C(ES(A))

s.t. its transpose T t : M1(ES(A))→ SS(A) is an affine homeomorphism.20

We can then conclude the present subsection by recovering the following version of De Finetti
theorem for minimal C∗-chains.22

Theorem III.7.7 (De Finetti theorem for minimal C∗-chains)
Let (A,S) be the C∗-system associated to a unital C∗-algebra B, as in Theorem III.7.5. Then,24

for each φ ∈ SS(A), there exists a unique ≺-maximal µφ ∈M1(SS(A)) s.t.

φ(a) =

ˆ

SS(A)

ω(a) dµφ(ω), a ∈ A . (III.15)26

In particular, µφ is pseudo-supported by ES(A) =

{∏
n∈N

ψ

}
ψ∈S(B)

i.e. µφ(B) = 1 for every

B ∈ B0(SS(A)) containing ES(A). The relative weak-∗ topology on the unit ball BA∗ of A∗ is28

metrizable if and only if B is separable (equivalently, countably generated), in which case µφ is
supported by ES(A) and Equation III.15 becomes30

φ(a) =

ˆ

ES(A)

ω(a) dµφ(ω), a ∈ A . (III.16)
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Proof.
This is a restatement of Theorem III.7.5, Theorem III.2.3, Proposition III.2.4 and Theorem III.7.6. 2

Notice that the relative weak-∗ topology on the unit ball BA∗ is metrizable if and only if A is
separable (see Theorem 2.6.23 in [95], p. 231), or equivalently B is. 4

III.7.2 G = Ĝ = Z2, ⃝u = ⃝F : the Fermi twisted C∗-chain

This case was firstly studied by Crismale and Fidaleo in [18] in the particular situation where 6

Bn = B := M2(C) for every n ∈ N and the inner action Z2
β
↷ M2(C) is defined by βx :=

ad[ 1 0
0 −1 ]

x , x ∈ Z2 = {0, 1}, so that B = M2(C)+⊕M2(C)− = spanC{E11, E22}⊕spanC{E12, E21}. 8

Once defined the CAR (Canonical Anticommutation Relations) algebra as the (unital) universal

C∗-algebra CAR(N) := C∗
Ä
aj, a

†
j

∣∣∣ a∗j = a†j, {aj, ak} = {a†j, a
†
k} = 0, {a†j, ak} = δjk1, j, k ∈ N

ä
10

and the Fermi twisted C∗-chain of B as A := ⃝F
n∈N

B (where ⃝F is the twisted tensor structure

induced by the unique non-degenerate bicharacter of Ẑ2
∼= Z2, uF ∈ A(Z2)), the map defined on 12

the matrix unit at the n-th site (n ∈ N) by

ϕ : A→ CAR(N)

E
(n)
11 7→ ana

†
n

E
(n)
12 7→ an

E
(n)
21 7→ a†n

E
(n)
22 7→ a†nan

14

is a C∗-algebra isomorphism (here, we have identified E
(n)
ij with its image under the canonical

embedding ψn : Bn ↪→ ⃝F
n∈N

B). The analysis was then generalized by Fidaleo in [31] to a 16

Fermi C∗-chain of a general unital C∗-algebra Z2-graded B. The interesting outcome of
this analysis is the following: every symmetric state ω ∈ SS(A) on a Fermi C∗-chain A is 18

necessarily even, that is invariant under the action Z2
δ(β)↷ A (or equivalently ω ◦Θ = ω, where

Θ := (δ(β))1 = ⃝F
n∈N

β1 = ⃝F
n∈N

ϑ ∈ Aut(A), ϑ ∈ Aut(B) being the involutive automorphism realizing 20

the Z2-grading on B). In other words, SS(A) ⊂ S+(A) ∼= S(A+). The following result combines
Theorem 5.1 (p. 17) and Propositions 5.4 (p. 19) in [31]. 22

Theorem III.7.8
Let (B,Z2, β) be a C∗-system and A its Fermi C∗-chain, upon which S acts by permutations 24

of the indices as exposed in Section III.6. Then, each ω ∈ SS(A) is

(i) even: ω ◦ δ(β) = ω 26

(ii) asymptotically abelian in average: M{ω(c[ρ(a), b]d)} = 0 for every a, b, c, d ∈ A

Consequently, S acts largely on A and SS(A) is a Choquet simplex. 28

Again, the largeness of the S-action gives a unique normal, S-invariant expectation Φω : πω(A)′′ ↠
Zω ∩ Uω(S)′ for each symmetric state ω ∈ SS(A), satisfying 30

(Φω ◦ πω)(a) =M{(πω ◦ ρ)(a)}, a ∈ A

in the weak operator topology of B(Hω) (see Proposition 5.5, p. 19, in [31]). 32

It is really worth noticing that the asymptotic abelianness property of (A,S), as defined by
Størmer in [77], p. 17 (see Section III.2), abruptely fails to hold in general, in the Fermi 34
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twisted case. For instance, if B is a non-abelian Z2-graded C∗-algebra and a, b ∈ B− (with a
selfadjoint), then for ρ ∈ S2

[ρ(a), b] =

®
[a, b]⃝F 1B ⃝F . . . ̸= 0 if 1 ∈ Fix(ρ)

−2(1B ⃝F · · · ⃝F 1B ⃝F b⃝F 1B ⃝F · · · ⃝F 1B ⃝F a⃝F 1B ⃝F . . . ) ̸= 0 if 1 /∈ Fix(ρ)

so that there cannot exist {ρn,a}n∈N ⊆ S s.t lim
n→+∞

∥[ρn,a(a), b]∥ = 0.4

This is why in order to accomplish results (i) and (ii) in Theorem III.7.8, the combinatorial
Lemma III.6.3 (unnecessary to Størmer in the trivial twisted case, but exploited by us to achieve6

Theorem III.7.1) is really required here. It will be of primary importance for the investigation
of the third case too.8

In the spirit of Størmer’s work, ES(A) is fully descripted in the Fermi case too. Let us collect
Corollary 5.2 (p. 18) and Theorems 6.1 (p. 21), 6.3 (p. 24) of [31] in the following result.10

Theorem III.7.9 (Characterization of ES(A), A Fermi C∗-chain)
Let ω ∈ SS(A). Then, the following are equivalent:12

(i) ω ∈ ES(A)

(ii) ω is strongly clustering : lim
n→+∞

ω(ρn(a)b) = ω(a)ω(b), a, b ∈ A14

(iii) ω is weakly clustering in average: M{ω(ρ(a)b)} = ω(a)ω(b), a, b ∈ A

(iv) there exists ψ ∈ S+(B) ∼= S(B+) s.t. ω =
∏
n∈N

ψ16

In particular, ES(A) =

{∏
n∈N

ψ

}
ψ∈S+(B)

is weakly-∗ closed, thus making SS(A) a Bauer simplex

in S(A). Precisely, (S+(B), τw∗) and (ES(A), τw∗) are homeomorphic via the mapping18

ι : S+(B)→ ES(A)

φ→
∏
n∈N

ψ

Lastly, there exists a S-invariant, densely ranged p.u. map of C∗-algebras20

T : A→ C(S+(B))

s.t. its transpose T t : M1(S+(B))→ SS(A) is an affine homeomorphism.22

From Theorem III.7.8, Theorem III.2.3, Proposition III.2.4 and Theorem III.7.9, De Finetti
theorem for Fermi twisted C∗-chains now becomes as follows.24

Theorem III.7.10 (De Finetti theorem for Fermi twisted C∗-chains)
Let (A,S) be the C∗-system associated to a unital C∗-algebra Z2-graded B, as in Theorem III.7.8.26

Then, for each φ ∈ SS(A), there exists a unique ≺-maximal µφ ∈M1(SS(A)) s.t.

φ(a) =

ˆ

SS(A)

ω(a) dµφ(ω), a ∈ A . (III.17)28

In particular, µφ is pseudo-supported by ES(A) =

{∏
n∈N

ψ

}
ψ∈S+(B)

i.e. µφ(B) = 1 for every

B ∈ B0(SS(A)) containing ES(A). The relative weak-∗ topology on the unit ball BA∗ of A∗ is30
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metrizable if and only if B is separable (equivalently, countably generated), in which case µφ is
supported by ES(A) and Equation III.17 becomes 2

φ(a) =

ˆ

ES(A)

ω(a) dµφ(ω), a ∈ A . (III.18)

III.8. G = Ĝ = K4, ⃝u = ⃝K : the Klein twisted C∗-chain 4

Here we are with the last case where a satifying ergodic analysis of SS(A) can be performed: the
Klein twisted C∗-chain. Let K4 := Z2 × Z2 be the Klein 4-group, acting on a unital C∗-algebra 6

B. Clearly, ”K4
∼= K4 and the bicharacter on K4 uK(x,y) := (−1)x

t[ 1 0
0 1 ]y (x,y ∈ K4) introduced

in Equation III.7 is non-degenerate, skew-symmetric and non-symplectic. Moreover, ∆+ = 8

⟨(1, 1)⟩ ∼= Z2 and u|∆+ ≡ 1. Since the annihilator ∆⊥+ of ∆+ is again {(0, 0), (1, 1)} = ⟨(1, 1)⟩,
we can identify it with ∆+ itself, even if the latter formally lies in the acting group K4, while 10

the former in its isomorphic dual ”K4. Since we are going to deal with this situation only for
the whole present section, this choice of notation should not confuse the reader. We start with 12

a result analogous to Theorem III.7.5 in the case G = (0) and to Theorem III.7.8 in the case
G = Z2. 14

Theorem III.8.1
Let (B, K4, β) be a C∗-system and A its Klein C∗-chain, upon which S acts by permutations 16

of the indices as exposed in Section III.6. Then, each ω ∈ SS(A) is

(i) ⟨(1, 1)⟩-invariant: ω ◦ δ(β|∆+
) = ω. In other words, ω ∈ S∆+(A) ∼= S(A(0,0) ⊕ A(1,1)). 18

(ii) asymptotically abelian in average if and only if

πω(A(1,1))
Sξω ∈ ker(πω(xb)), ker(πω(yb)) 20

for every b ∈ A, x ∈ A(1,0), y ∈ A(0,1).

(iii) S-abelian 22

Consequently, SS(A) is a Choquet simplex.

Proof. 24

These are simple restatements of points (i), (ii) and (iii) in Corollary III.7.2. For point (iii),
observe that σ ∈ ∆∗+ if and only if σ = (1, 1), in which case Tσ = ∅, thence the necessary and 26

sufficient condition Equation III.13 for S-abelianness of ω is trivially satisfied. Therefore, every
ω ∈ SS(A) is S-abelian, or equivalently SS(A) is a Choquet simplex, by Theorem III.2.5. 28

Theorem III.8.1 does not guarantee largeness of the S-action. Anyway, we can still try to
recover a full description of ES(A). To accomplish that, we firstly need to show that the 30

product functional of two ∆+-invariant states on a C∗-system of the form (B, K4, β) is always
algebraically positive on the involutive algebra B⃝K B, hence providing a well-defined GNS 32

representation of B⃝K B consisting of bounded C-linear operators on a Hilbert space. Before this
result, we would like to point out that if ω ∈ S∆+(B), then its GNS ∆+-covariant representation 34

(Hω, πω, ξω, Uω) of B induces a K4-covariant representation (ℓ2(Z2) ⊗ Hω,Π, V ) of B by the
formulas 36®

Π(b)(δx ⊗ ξ) := δx ⊗ πω
Ä
βx(1,0)(b)

ä
ξ, x ∈ Z2, b ∈ B, ξ ∈ Hω

V(x,y) := Σx+y
C2 ⊗ Uy

ω, x, y ∈ Z2

where ΣC2 ∈ U(C2) is the swapping unitary operator of C2, implemented by the Pauli matrix 38

[ 0 1
1 0 ] w.r.t. the canonical basis {e1, e2}. Evidently, Π is faithful iff πω (equivalently, πω◦β(1,0)) is.
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Lemma III.8.2
Let (B, K4, β) be a C∗-system and consider uK ∈ A(K4). If ω, φ ∈ S(B) and spt(ω), spt(φ) ⊂2

B(0,0) ⊕B(1,1) (equivalently, ω, φ ∈ S∆+(B)), then ω × φ is a state on B⃝K B and

|(ω × φ)(x)| ≤ (ω × φ)(x∗x)1/2, x ∈ B⃝K B .4

In particular, πω×φ uniquely extends to a representation of B⃝K B acting by bounded operators
on the Hilbert space Hω×φ.6

Proof.

Let x :=
n∑
i=1

a(i) ⊙ b(i) =
n∑
i=1

Ä
a
(i)
∆+

+ a
(i)
∆−

ä
⊙
Ä
b
(i)
∆+

+ b
(i)
∆−

ä
∈ B⃝K B. Then,8

x∗x =
n∑

i,j=1

îÄ
a
(i)
∆+

+ a
(i)
∆−

ä
⊙
Ä
b
(i)
∆+

+ b
(i)
∆−

äó∗ îÄ
a
(j)
∆+

+ a
(j)
∆−

ä
⊙
Ä
b
(j)
∆+

+ b
(j)
∆−

äó
where for every i = 1, . . . , n10 îÄ
a
(i)
∆+

+ a
(i)
∆−

ä
⊙
Ä
b
(i)
∆+

+ b
(i)
∆−

äó∗
=
Ä
a
(i)
∆+
⊙ b(i)∆+

ä†
+
∑
g∈∆−

Ä
βg(a

(i))⊙ b(i)g
ä†

+
∑
g∈∆+

Ä
βg(a

(i)
∆−

)⊙ b(i)g
ä†
.

Hence, for each i, j = 1, . . . , n,12 îÄ
a
(i)
∆+

+ a
(i)
∆−

ä
⊙
Ä
b
(i)
∆+

+ b
(i)
∆−

äó∗ îÄ
a
(j)
∆+

+ a
(j)
∆−

ä
⊙
Ä
b
(j)
∆+

+ b
(j)
∆−

äó
=

= (a
(i)
∆+
⊙ b(i)∆+

)† · (a(j)∆+
⊙ b(j)) +

∑
g∈∆−

(βg(a
(i))⊙ b(i)g )† · (βg(a(j)∆+

)⊙ b(j))+14

+
∑
g∈∆+

(βg(a
(i)
∆−

)⊙ b(i)g )† · (a(j)∆+
⊙ b(j)) +

∑
g∈∆+

(a
(i)
∆+
⊙ b(i)g )† · (βg(a(j)∆c

u
)⊙ b(j))+

+
∑
g∈∆−

(βg(a
(i))⊙ b(i)g )† · (βg(a(j)∆−

)⊙ b(j)) +
∑
g∈∆+

(βg(a
(i)
∆−

)⊙ b(i)g )† · (βg(a(j)∆−
)⊙ b(j))16

and taking into account that spt(φ), spt(ω) ∈ [Bσ : σ ∈ ∆+]

(ω × φ)
ÄîÄ

a
(i)
∆+

+ a
(i)
∆−

ä
⊙
Ä
b
(i)
∆+

+ b
(i)
∆−

äó∗ îÄ
a
(j)
∆+

+ a
(j)
∆−

ä
⊙
Ä
b
(j)
∆+

+ b
(j)
∆−

äóä
=18

= ψω,φ

[Ä
a
(i)
∆+
⊙ b(i)∆+

ä†
·
Ä
a
(j)
∆+
⊙ b(j)∆+

ä]
+ ψω,φ

∑
g∈∆−

Ä
βg
Ä
a
(i)
∆+

ä
⊙ b(i)g

ä†
·
Ä
βg
Ä
a
(j)
∆+

ä
⊙ b(j)∆−

ä+

+ψω,φ

∑
g∈∆−

Ä
βg
Ä
a
(i)
∆−

ä
⊙ b(i)g

ä†
·
Ä
βg
Ä
a
(j)
∆−

ä
⊙ b(j)∆−

ä+ψω,φ

[Ä
a
(i)
∆−
⊙ b(i)∆+

ä†
·
Ä
a
(j)
∆−
⊙ b(j)∆+

ä]
.

(III.19)

20

Now, for a fixed representative g̃ ∈ ∆− = {(1, 0), (0, 1)},

� βg
Ä
a
(i)
∆+

ä
= βg̃

Ä
a
(i)
∆+

ä
for g ∈ ∆− = {(1, 0), (0, 1)}. Therefore, the second addend in22

Equation III.19 becomes
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ψω,φ

∑
g∈∆−

Ä
βg(a

(i)
∆+

)⊙ b(i)g
ä†
·
Ä
βg(a

(j)
∆+

)⊙ b(j)∆−

ä =

= ψω,φ

∑
g∈∆−

Ä
βg̃(a

(i)
∆+

)⊙ b(i)g
ä†
·
Ä
βg̃(a

(j)
∆+

)⊙ b(j)∆−

ä = 2

= ψω,φ

Ñ∑
g∈∆−

βg̃(a
(i)
∆+

)⊙ b(i)g

é†
·
Ä
βg̃(a

(j)
∆+

)⊙ b(j)∆−

ä =

= ψω,φ

[Ä
βg′
Ä
a
(i)
∆+

ä
⊙ b(i)∆−

ä†
·
Ä
βg′
Ä
a
(j)
∆+

ä
⊙ b(j)∆−

ä]
. 4

� βg
Ä
a
(i)
∆−

ä
= fg−g̃βg̃

Ä
a
(i)
∆−

ä
for g ∈ ∆− = {(1, 0), (0, 1)}. Therefore, the third addend in

Equation III.19 becomes 6∑
g∈∆−

Ä
fg−g̃βg̃

Ä
a
(i)
∆−

ä
⊙ b(i)g

ä†
·
Ä
fg−g̃βg̃

Ä
a
(j)
∆−

ä
⊙ b(j)∆−

ä
=

=
∑
g∈∆−

(fg−g̃)
2
Ä
βg̃
Ä
a
(i)
∆−

ä
⊙ b(i)g

ä†
·
Ä
βg̃
Ä
a
(j)
∆−

ä
⊙ b(j)∆−

ä
= 8

=
Ä
βg̃
Ä
a
(i)
∆−

ä
⊙ b(i)∆−

ä†
·
Ä
βg̃
Ä
a
(j)
∆−

ä
⊙ b(j)∆−

ä
Putting all together (once fixed g̃ ∈ ∆− = {(1, 0), (0, 1)}), 10

(ω × φ)(x∗x) = ψω,φ

( n∑
i=1

a
(i)
∆+
⊙ b(i)∆+

)†
·

(
n∑
j=1

a
(j)
∆+
⊙ b(j)∆+

)+

+ ψω,φ

( n∑
i=1

βg̃
Ä
a
(i)
∆+

ä
⊙ b(i)∆−

)†
·

(
n∑
j=1

βg̃
Ä
a
(j)
∆+

ä
⊙ b(j)∆−

)+ 12

+ ψω,φ

( n∑
i=1

βg̃(a
(i)
∆−

)⊙ b(i)∆−

)†
·

(
n∑
j=1

βg̃(a
(j)
∆−

)⊙ b(j)∆−

)+

+ ψω,φ

( n∑
i=1

a
(i)
∆−
⊙ b(i)∆+

)†
·

(
n∑
j=1

a
(j)
∆−
⊙ b(j)∆+

) 14

All the four terms are manifestly positive, whence ω×φ is a state on B⃝K B. The inequality in the
assertion is nothing but the Cauchy–Bunyakovsky–Schwarz inequality. Lastly, by Lemma II.3.1, 16

πω×φ uniquely extends to a representation of B⃝K B acting by bounded operators on the Hilbert
space Hω×φ. 18

Remark III.8.3
Observe that the last equality can also be re-written as 20

(ω × φ)(x∗x) = ψω,φ
Ä
x†+ · x+

ä
+ ψω◦g̃,φ

Ä
x†− · x−

ä
or 22

∥πω×φ(x)ξω×φ∥Hω×φ =
√
∥(πω ⊗ πφ)(x+)(ξω ⊗ ξφ)∥2Hω⊗Hφ

+ ∥(πω◦g̃ ⊗ πφ)(x−)(ξω◦g̃ ⊗ ξφ)∥2Hω◦g̃⊗Hφ
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where ω ◦ g̃ ∈ S(B) and x± :=
n∑
i=1

a(i) ⊙ b(i)∆±
.

In view of Lemma III.8.2, we can build an “intermediate” C∗-norm on B⃝K B based on products2

of ∆+-invariant states, which is compatible with the direct product action of K4 ×K4.

Theorem III.8.44

Let (B, K4, β) be a C∗-system. Then, ∥ · ∥∆+ := sup
ω,φ∈S∆+

(B)

∥πω×φ(·)∥ is a (β × β)-compatible

C∗-norm on B⃝K B. In particular, ∥x∥min ≤ ∥x∥∆+ ≤ ∥x∥max (x ∈ B⃝K B), where the equalities6

are simultaneously satisfied for every x ∈ B⃝K B if and only if BK4 is nuclear.

Proof.8

Evidently SK4(B) ⊂ S∆+(B)4, hence S∆+(B) × S∆+(B) separates the points of B⃝K B (cfr.
Proposition II.9.3) and ∥ · ∥∆+ defines a C∗-norm on B ⃝K B. Now, if ω ∈ S∆+(B), then10

ω ◦ βg ∈ S∆+(B) for every g ∈ K4. It follows that S∆+(B)× S∆+(B) is left globally stable by
the transposed action (β × β)t of K4 ×K4. By Theorem II.10.5, ∥ · ∥∆+ is (β × β)-compatible.12

Lastly, by Theorem II.12.3 and the very definition of the maximal C∗-norm,

∥x∥min ≤ ∥x∥∆+ ≤ ∥x∥max, x ∈ B⃝K B ,14

where the equalities are simultaneously satisfied for every x ∈ B⃝K B if and only if BK4 is
nuclear, thanks to Theorem II.17.4.16

Remark III.8.5
We remark that the C∗-algebra B in the previous theorem has well a Z2-graded structure induced18

by the restriction of the action β to any of the three order-2 subgroups of K4, N1 := ⟨(1, 1)⟩ = ∆+,
N2 := ⟨(1, 0)⟩ and N3 := ⟨(0, 1)⟩. Nevertheless, the involutive algebra (B, K4, β)⃝K (B, K4, β) is20

in general not isomorphic to any of the algebras (B, Ni1 , β|Ni1
)⃝F (B, Ni2 , β|Ni2

), i1, i2 ∈ {1, 2, 3}.
Indeed, it is easy to verify that, if a, b ∈ B are homogeneous,22

(a⃝K b)∗,K = (−1)∂K4
(a) · ∂K4

(b) = −a∗ ⃝K b∗

if and only if ∂K4(a) · ∂K4(b) = 1, which happens in exactly six instances. On the other hand,24

(a⃝F b)∗,F = (−1)
∂Ni1

(a) · ∂Ni2
(b)

= −a∗ ⃝F b∗

in exactly four cases, for any i1, i2 ∈ {1, 2, 3}. It follows that in general the identity map26

IB⊙B : (B, K4, β)⃝K (B, K4, β)→ (B, Ni1 , β|Ni1
)⃝F (B, Ni2 , β|Ni2

)

is not selfadjoint, let alone a ∗-isomorphism of involutive algebras.28

Without assuming the nuclearity of B, it seems unclear whether ∥ · ∥min coincides with ∥ · ∥∆+

or not, since in general S∆+(B) can properly contain SK4(B). Still, when B is nuclear, in view30

of Lemma III.8.2 and Theorem III.8.4, we can construct the infinite product state of a Klein
twisted chain (A, K4, α) generated by a sequence (ψi)i∈N ⊂ S∆+(B). Indeed, let32 ®

ω1 := ψ1 ∈ S∆+(B)

ωn+1 := ωn × ψn+1 ∈ S∆+(An+1), n ∈ N

4Even more: if B(1,1) ≠ {0}, then SK4
(B) ⊊ S∆+

(B). Indeed, let x ∈ B(1,1) be a non-zero element. Then,
either x+x∗ ∈ B(1,1) or i(x−x∗) ∈ B(1,1) is non-zero. Since for every normal element b ∈ B, there must exist a
state ω ∈ S(B) s.t. |ω(b)| = ∥b∥, we conclude that there exists a state φ ∈ S(B) s.t. φ|B(1,1)

̸= 0. In particular,
φ ◦ (E(0,0) + E(1,1)) ∈ S∆+(B) \ SK4(B).
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where An+1 = An ⃝K min B = An ⃝K ∆+ B (the last equality being given by the nuclearity of B).
Notice that the sequence (ωn)n∈N evidently satisfies the relations 2

ωn+1 ◦ ιn = ωn, n ∈ N

so that we can define a (algebraically) positive, unital, linear functional ω∞ : A∞ → C by 4

ω∞(a) := ωn(an)

for every a ∈ A∞, n ∈ N and an ∈ An that satisfy ϕn(an) = a. Moreover, |ω∞(a)| ≤ ∥an∥An = 6

∥a∥A hence ω∞ extends to a well-defined state ω on A, the unique one satisfying

ω (j1(b1) . . . jn(bn)) =
n∏
i=1

ψi(bi) 8

for every bi ∈ Bi = B, i = 1, . . . , n (n ∈ N). Plus, ω is invariant under the restriction to ∆+ of

the K4-action on A. By denoting ω with
∏
n∈N

ψn ∈ S∆+(A), we collect the result of the above 10

construction in the following

Corollary III.8.6 12

Let (B, K4, β) be a C∗-system, with B nuclear. If (ψn)n∈N ⊂ S∆+(B), then the infinite product

functional ω :=
∏
n∈N

ψn is a well-defined, ∆+-invariant state of the (minimal) Klein twisted chain 14

(A, K4, α) of B.

Of crucial importance for the De Finetti theorem on a Klein twisted C∗-chain are, again, the 16

infinite product states, now of form
∏
n∈N

ψ for some fixed ψ ∈ S∆+(B). As expected, they will

be exactly the ergodic symmetric states of the case in question. We follow the path traced by 18

Størmer, as already done by Fidaleo in the Fermi case.

Lemma III.8.7 20

Let ω ∈ ES(A). Then, w-lim
n→+∞

(πω(ρn(a))ξω) = ω(a)ξω (a ∈ A).

Proof. 22

If a ∈ A∞ and ρ ∈ S, then there exists Na,ρ s.t. for every n ≥ Na,ρ ρ(ρn(a)) = ρn(a). Let D be
the derived set of {πω(ρn(a))ξω}n ⊂ BHω

∥a∥ in the weak topology on Hω. By weak (equivalently, 24

weak sequential) compactness of BHω

∥a∥, D ≠ ∅. Let ξ ∈ D, i.e. there exists {ρnk
}k ⊂ {ρn}n s.t.

ξ = w-lim
k→+∞

(πω(ρnk
(a))ξω). Then, for every ρ ∈ S, 26

Uω(ρ)ξ = w-lim
k→+∞

(Uω(ρ)πω(ρnk
(a))ξω) = w-lim

k→+∞
(πω(ρ(ρnk

(a)))Uω(ρ)ξω) = w-lim
k→+∞

(πω(ρnk
(a))ξω) = ξ

that is ξ ∈ HS
ω . Since ω ∈ ES(A) is S-abelian, HS

ω = Cξω so that ξ = cξω for some c ∈ C. 28

Precisely,
c = ⟨ξ, ξω⟩ = lim

k→+∞
⟨πω(ρnk

(a))ξω, ξω⟩ = ⟨πω(a)ξω, ξω⟩ = ω(a) . 30

It follows that D = {ω(a)ξω}. Hence, {πω(ρn(a))ξω}n is weakly convergent and

w-lim
n→+∞

(πω(ρn(a))ξω) = ω(a)ξω . 32

Lastly, for general a ∈ A and any ε > 0, there exists aε ∈ A∞ s.t.

|⟨πω(ρn(a− aε))ξω, η⟩| < ε 34
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for every n ≥ 1, η ∈ BHω
1 . Since {⟨πω(ρn(aε))ξω, η⟩}n converges to ω(aε)⟨ξω, η⟩, ⟨πω(ρn(a))ξω, η⟩

is a Cauchy sequence, hence convergent too. Precisely, by continuity of ω ∈ ES(A),2

lim
n→+∞

⟨πω(ρn(a))ξω, η⟩ = lim
ε↓0+

Å
lim

n→+∞
⟨πω(ρn(aε))ξω, η⟩

ã
= lim

ε↓0+
ω(aε)⟨ξω, η⟩ = ω(a)⟨ξω, η⟩

whence w-lim
n→+∞

(πω(ρn(a))ξω) = ω(a)ξω.4

Theorem III.8.8 (Characterization of ES(A), A Klein C∗-chain)
Let (B, K4, β) be a C∗-system, with B nuclear, and A its associated Klein chain. If ω ∈ SS(A),6

the following are equivalent:

(i) ω ∈ ES(A)8

(ii) ω is strongly clustering

(iii) ω is weakly clustering in average10

(iv) ω =
∏
n∈N

ψ for some ψ ∈ S∆+(B) ∼= S(B(0,0) ⊕B(1,1))

In particular, ES(A) =

{∏
n∈N

ψ

}
ψ∈S∆+

(B)

is weakly-∗ closed, thus making SS(A) a Bauer simplex12

in S(A). Precisely, (S∆+(B), τw∗) and (ES(A), τw∗) are homeomorphic via the mapping

ι : S∆+(B)→ ES(A)

ψ →
∏
n∈N

ψ14

Lastly, there exists a S-invariant, densely ranged p.u. map of C∗-algebras

T : A→ C(S∆+(B))16

s.t. its transpose T t : M1(S∆+(B))→ SS(A) is an affine homeomorphism.

Proof.18

(i)⇒ (ii) Suppose ω ∈ ES(A), and take a, b ∈ A. Then, by Lemma III.8.7,

lim
n→+∞

ω(aρn(b)) = lim
n→+∞

⟨πω(ρn(b))ξω, πω(a∗)ξω⟩ = ω(a)ω(b),20

that is ω is strongly clustering.
(ii) ⇒ (i) Choose a vector ξ ∈ HS

ω s.t. ξ ⊥ ξω. We shall show that ξ = 0. Fix ε > 0. By22

cyclicity of ξω, there exists b ∈ A such that ∥ξ − πω(b)ξω∥ ≤ ε/2, and thus

|ω(b)| = |⟨πω(b)ξω, ξω⟩| = |⟨(πω(b)ξω − ξ), ξω⟩| ≤ ε/2 .24

Let now a ∈ A such that ∥πω(a)∥ ≤ 1. Recalling that ξ and ξω are both Uω(S)-invariant, we
get26

|⟨ξ, πω(a)ξω⟩| = |⟨Uω(ρn)πω(a∗)Uω(ρ−1n )ξ, ξω⟩| ≤
≤ |⟨Uω(ρn)πω(a∗)Uω(ρ−1n )πω(b)ξω, ξω⟩|+ ε/2 = |ω(ρn(a∗)b)|+ ε/2. (III.20)28

By assumption ω is strongly clustering, thus as n tends to +∞ on both sides of Equation III.20,
we get30

|⟨ξ, πω(a)ξω⟩| ≤ |ω(a∗)||ω(b)|+ ε/2 ≤ ε/2 + ε/2 = ε.
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By arbitrariness of ε > 0 and cyclicity of ξω for πω(A), we get ξ = 0. It follows that HS
ω = Cξω,

whence ω ∈ ES(A). 2

(iv)⇒ (ii) It suffices to show the implication for a := ⃝K
j∈t
aj, b := ⃝K

k∈u
bk, t, u ≥ 1 (here, we have

identified a, b with their images in A under the canonical embeddings Φt,Φu, respectively). For 4

every n ≥ 1,

ω (aρn(b)) =
2n−1∏
j=1

ψ(ajbj+2n−1)
2n∏

j=2n−1+1

ψ(ajbj−2n−1)
∏

j≥2n+1

ψ(ajbj) 6

hence for every n > ⌈log2(max{t, u})⌉

ω (aρn(b)) =
2n−1∏
j=1

ψ(aj)
2n∏

j=2n−1+1

ψ(bj−2n−1) =
2n−1∏
j=1

ψ(aj)
2n−1∏
j=1

ψ(bj) = ω(a)ω(b) , 8

that is the sequence {ω(aρn(b))}n ⊂ C is definitely constant. A fortiori, lim
n→+∞

ω (aρn(b)) =

ω(a)ω(b) and ω is strongly clustering. 10

(ii)⇒ (iii) is obvious.

(iii)⇒ (i) comes from Theorem III.2.1. 12

(ii)⇒ (iv) For each n ≥ 1, we consider the embedding

B ∋ a 7→ jn(a) := 1⃝K · · · ⃝K 1︸ ︷︷ ︸
n times

⃝K a⃝K 1⃝K · · · ∈ A . 14

To prove (iv) it suffices to show that, for each n ≥ 1 and a1, . . . , an ∈ B,

ω
(
j1(a1) . . . jn(an)

)
=

n∏
i=1

ψ(ai) (III.21) 16

for some state ψ ∈ S∆+(B). Firstly, thanks to point (i) in Corollary III.7.2, ψk := ω◦jk ∈ S∆+(B)
(k ≥ 1). Moreover, since ω ∈ SS(A), ψk = ψl =: ψ ∈ S∆+(B) for every pair k, l ≥ 1. We 18

now shall prove (III.21) by an induction procedure on n ≥ 1. For n = 1, ω ◦ j1 = ψ by the
very definition. We then assume (III.21) true for some fixed n ≥ 1 and prove it for n + 1. 20

To accomplish that, notice that for any m > n + 1, if ρ ∈ S is such that ρ|n = idn and
ρ(n+ 1) = ρm(n+ 1) (where ρm is defined in Equation III.14), then 22

ω
(
j1(a1) . . . jn(an)jn+1(an+1)) = (ω ◦ ρ)

(
j1(a1) . . . jn(an)jn+1(an+1)) =

= ω
(
j1(a1) . . . jn(an)ρm(jn+1(an+1))

)
. (III.22) 24

If ε > 0, by strong clustering property of ω there exists mε > n+ 1 s.t.∣∣ω(j1(a1) . . . jn(an)ρmε(jn+1(an+1))
)
− ω

(
j1(a1) . . . jn(an)

)
ω(jn+1(an+1))

∣∣ = 26

=
∣∣ω(j1(a1) . . . jn(an)ρmε(jn+1(an+1))

)
− ω

(
j1(a1) . . . jn(an)

)
ψ(an+1)

∣∣ ≤ ε

that is, by inductive hypothesis, 28∣∣∣∣∣ω(j1(a1) . . . jn(an)ρmε(jn+1(an+1))
)
−

n+1∏
i=1

ψ(ai)

∣∣∣∣∣ ≤ ε .

Recalling Equation III.22,
∣∣ω(j1(a1) . . . jn(an)jn+1(an+1)

)
− ω

(
j1(a1) . . . jn(an)

)
ψ(an+1)

∣∣ ≤ ε. 30

The assertion now follows, as ε > 0 is arbitrary. The rest of the theorem can be shown by
following verbatim the proofs of Theorem 2.8 in [76] (p. 58) and Theorem 3.9 in [77] (p. 16). 32
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Remark III.8.9
From Theorem III.8.8 and Theorem III.2.9, SS(A), M1(S∆+(B)) and F⋊ := {φ ∈ S(A ⋊α,r2

S) : φ(uρauσ) = φ(a), ρ, σ ∈ S, a ∈ A} are all affinely homeomorphic via

M1(S∆+(B))→ SS(A) → F⋊4

µ 7→
ˆ

S∆+
(B)

(∏
n∈N

ψ

)
(·)dµ(ψ) 7→

uρauσ 7→ ˆ

S∆+
(B)

(∏
n∈N

ψ

)
(a)dµ(ψ)


Recall that S is amenable, hence the full and the reduced crossed products of (A,S, α) are6

isomorphic C∗-algebras: A⋊α,f S ∼= A⋊α,r S. Similarly,

S∆+(B) ∼= {φ ∈ S(B⋊α,r ∆+) : φ(u(1,1)a) = φ(au(1,1)) = φ(a), a ∈ A}8

We are now in position to establish the De Finetti theorem for Klein twisted C∗-chains, thus
obtaining that any symmetric state is the mixture of product states, being each of them the10

product of a single ∆+-invariant state.

Theorem III.8.10 (De Finetti theorem for Klein twisted C∗-chains)12

Let (A,S) be the C∗-system associated to a unital, K4-graded, nuclear C∗-algebra B, as in
Theorem III.8.1. Then, for each φ ∈ SS(A), there exists a unique ≺-maximal µφ ∈M1(SS(A))14

s.t.

φ(a) =

ˆ

SS(A)

ω(a) dµφ(ω), a ∈ A . (III.23)16

In particular, µφ is pseudo-supported by ES(A) =

{∏
n∈N

ψ

}
ψ∈S∆+

(B)

i.e. µφ(B) = 1 for every

B ∈ B0(SS(A)) containing ES(A). The relative weak-∗ topology on the unit ball BA∗ of18

A∗ is metrizable if and only if B is separable, in which case µφ is supported by ES(A) and
Equation III.23 becomes20

φ(a) =

ˆ

ES(A)

ω(a) dµφ(ω), a ∈ A . (III.24)

We conclude this section by reminding the reader that all the ergodic analysis done here22

essentially relies on Theorem III.7.1, which in turn is built upon the combinatorial estimate of
Lemma III.6.3. Since the estimate holds for the finitary alternating subgroup A too, we see24

that every A-invariant state ω ∈ SA(A) on a Klein (or also Fermi) C∗-chain A must still be
∆+-invariant and A-abelian. In particular, SA(A) is a Choquet simplex as well, containing26

SS(A). Moreover, A is normal and has index two in S, so that S/A ∼= Z2. Then, if φ ∈ SA(A),
φ ◦ ρ = φ ◦ α(1 2) for every odd ρ ∈ S, where (1 2) is the first adjacent transposition of N. We28

can then exploit Theorem 4.3.37 in [86] (p. 424) to give an ergodic decomposition of φ ∈ ES(A).

Theorem III.8.11 (Barycentric decomposition of ES(A) w.r.t. A)30

Let ψ ∈ S∆+(B) and φ :=
∏
n∈N

ψ ∈ ES(A). Then, there exists a unique ≺-maximal µφ ∈

M1(SA(A)) s.t.32

φ(a) =

ˆ

SA(A)

ω(a)dµφ(ω), a ∈ A .

Furthermore,34
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� µφ is supported by a closed subset of EA(A)

� µφ coincides with the orthogonal measure associated to the abelian von Neumann algebra 2

πφ(A)′ ∩ Uφ(A)′, i.e.
πφ(A)′ ∩ Uφ(A)′ = im(κµφ) 4

where κµφ : L∞µφ(SA(A)) ↪→ πφ(A)′ is the Tomita’s isomorphism, the unique linear map
satisfying 6〈

κµφ(f)πφ(a)ξφ, ξφ
〉
Hφ

=

ˆ

SA(A)

f(ω)ω(a)dµφ(ω), f ∈ L∞µφ(SA(A)), a ∈ A

� there exists φ̃ ∈ EA(A) s.t. µφ(f) =
f(φ̃) + f(φ̃ ◦ α(1 2))

2
, f ∈ C(SA(A)), and in particular 8

φ(a) =
φ̃(a) + φ̃ ◦ α(1 2)(a)

2
, a ∈ A.

III.9. Some models of Klein chains 10

III.9.1 Continuous functions on the circle

Given a unital C∗-algebra B, a faithful action K4
β
↷ B is equivalent to a pair of commuting 12

involutive automorphisms (briefly, involutions) ϑ, τ ∈ Aut(B) s.t. ϑ, τ ̸= IB, via the assignment
β(1,0) = ϑ, β(0,1) = τ . If B = C(X) with X compact Hausdorff space, each involution of B is 14

uniquely determined by an involutive, continuous self-map on X. For X = T, involutions of
a circle where thoroughly examined by Pfeffer in two instructive brief papers, [64] and [65]. 16

We collect here the fundamental results in [65], and enrich them with some (easy) facts from
algebraic topology. For ϑ ∈ Homeo(T), let w(ϑ) be its winding number (informally, the number 18

of times its oriented image “wraps around” the center of T). Also, let Rπ ∈ Homeo(T) be the
rotation by an angle of π radiants and rRe, rIm ∈ Homeo(T) the reflections through the real and 20

the imaginary axes of the Argand-Gauss plane respectively.

Proposition III.9.1 (Pfeffer, 1974) 22

Let ϑ ∈ Homeo(T) be s.t. ϑ ̸= IT and ϑ2 = IT. Then,

(1) ϑ is not minimal 24

(2) w(ϑ) ∈ {±1}: w(ϑ) = 1 (w(ϑ) = −1) iff ϑ is orientation-preserving (reversing), in which
case it is homotopic to IT (rRe) 26

(3) |Fix(ϑ)| ∈ {0, 2}: |Fix(ϑ)| = 0 iff ϑ is free; |Fix(ϑ)| = 2 iff ϑ ◦ τ = τ ◦ ϑ for some free
involution τ ̸= ϑ 28

(4) for every free involution τ , there exists z ∈ T s.t. ϑ(z) = τ(z) (in particular, there exists
z ∈ T s.t. ϑ(z) = −z) 30

(5) B0(1) =
⋃
z∈T

(z, ϑ(z))

Moreover, if τ1, τ2 are free distinct involutions, τ1 ◦ τ2 ̸= τ2 ◦ τ1. Lastly, 32

{ϑ ∈ Homeo(T) : ϑ2 = IT,w(ϑ) = 1} ⊂ Cl(Rπ)
34

{ϑ ∈ Homeo(T) : ϑ2 = IT,w(ϑ) = −1} ⊂ Cl(rRe)

where Cl denotes the conjugacy class in the group Homeo(T). 36
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Proof.
As concerns point (1), for each z ∈ T, Tz := {z, ϑ(z)} is a non-trivial, closed, ϑ-invariant set.2

Point (2) is a basic result in algebraic topology.
Point (3) is Corollary 2 and Proposition 1 (p. 614).4

Point (4) is Proposition 2 and Corollary 3 (p. 615).
Point (5) is Corollary 4 (p. 615).6

Corollary 1 (p. 614) gives that if τ1, τ2 are free distinct involutions, τ1 ◦ τ2 ̸= τ2 ◦ τ1.
The last assertion can be found in [39] (p. 888).8

Corollary III.9.2

Let K4 act faithfully on C(T) via β. Then, β = γ∗ where K4
γ
↷ T is faithful, [γ(1,0), γ(0,1)] = IT10

and either γ(1,0) or γ(0,1) has exactly two fixed points.

Proof.12

Every action β of a locally compact Hausdorff group on an abelian C∗-algebra is the pullback
of an action γ on its spectrum, and it is faithful iff its pullback is. Since C(T) separates the14

points, [γ(1,0), γ(0,1)] = IT whence at least one of them must not be free, by Proposition III.9.1.
Since γ is faithful, this amounts to say that either γ(1,0) or γ(0,1) has exactly two fixed points.16

Let us gave an instructive example. Consider the C∗-system (C(T), K4, β) determined by®
(β(1,0)f)(z) := f(z), z ∈ T
(β(0,1)f)(z) := f(−z), z ∈ T

18

for every f ∈ C(T). Clearly, [β(1,0), β(0,1)] = IC(T) and (β(1,1)f)(z) = f(−z) (f ∈ C(T), z ∈ T).
In other words, β(1,0) = r∗Re, β(0,1) = r∗Im and β(1,1) = R∗π. Then, B spectrally decomposes into20 

B(0,0) =
¶
f ∈ C(T) : f̂2n+1 = 0, f̂2n = f̂−2n, n ∈ Z

©
B(1,1) =

¶
f ∈ C(T) : f̂2n+1 = 0, f̂2n = −f̂−2n, n ∈ Z

©
B(1,0) =

¶
f ∈ C(T) : f̂2n = 0, f̂2n+1 = −f̂−2n−1, n ∈ Z

©
B(0,1) =

¶
f ∈ C(T) : f̂2n = 0, f̂2n+1 = f̂−2n−1, n ∈ Z

©
Recall that for every f ∈ C(T) and n ∈ Z, the n-th Fourier coefficient of f is defined as22

f̂n :=

ˆ

T

f(z)z−ndz, where dz denotes the probability Haar measure on T. Then,

� f =
∑
n∈Z

f̂nz
n unconditionally in Lp-norm, with p ∈ (1,+∞)24

� by the Carleson-Hunt theorem (1968), f =
∑
n∈Z

f̂nz
n Haar almost everywhere

� by the Fejér theorem (1904), f =
∑
n∈Z

f̂nz
n uniformly in the Cesàro sense:26

sk :=
∑
|j|≤k

f̂jz
j (k ∈ N0), σn :=

1

n

n−1∑
k=0

sk (n ∈ N0), then ∥σn − f∥∞,T
n↑+∞−−−→ 0

� by the Stone-Weiestrass theorem (1948), the Wiener algebra28

W (T) := F−1(ℓ1(Z)) = {f ∈ L1(T) : (f̂n)n∈Z ∈ ℓ1(Z)}

is a uniformly dense ∗-subalgebra of C(T) (F : L1(T) → c0(Z), F(f) := (f̂n)n∈Z is the30

Fourier transform on L1(T))
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In any of the meaning reported above, we can then write

B(0,0) =

{
f ∈ C(T) : f = f̂0 + 2

∑
n∈N

f̂2nRe(z2n)

}
= C(T)e,r

B(1,1) =

{
f ∈ C(T) : f = f̂0 + 2i

∑
n∈N

f̂2nIm(z2n)

}
= C(T)e,i

B(1,0) =

{
f ∈ C(T) : f = 2i

∑
n∈N0

f̂2n+1Im(z2n+1)

}
= C(T)o,i

B(0,1) =

{
f ∈ C(T) : f = 2

∑
n∈N0

f̂2n+1Re(z2n+1)

}
= C(T)o,r

2

where the subscripts “e”, “o”, “r”, “i” stand for “even”, “odd”, “real” and “imaginary”,
respectively. Hence, 4

B∆+ = C(T)e,r ⊕ C(T)e,i = C(T)e

is the C∗-algebra of the even functions on T, whereas 6

B∆− = C(T)o,r ⊕ C(T)o,i = C(T)o

is the closed subspace of the odd ones. 8

Since B = C(T) is clearly nuclear and separable, we can build its Klein C∗-chain A and
apply Theorem III.8.10. For this purpose, observe that S∆+(B) ∼= S(C(T)e) ∼= M1([0, 1]). 10

Then, for each φ ∈ SS(A), there exists a unique ≺-maximal µφ ∈ M1(SS(A)) supported by

ES(A) =

{∏
n∈N

ψ

}
ψ∈S∆+

(B)

∼=
ß
⊗
n∈N

ν

™
ν∈M1([0,1])

s.t. φ =

ˆ

ES(A)

ω dµφ(ω). 12

We conclude this example by observing that any non-trivial automorphism γ ∈ Aut(K4) ∼= S3

produces a new C∗-system (‹B, K4, β̃), where ‹B := C(T) and β̃g := βγ(g), which is conjugate 14

to the original one, by the very definition. The action β̃ induces a K4-grading on ‹B (where‹Bσ = Bσ◦γ−1 , σ ∈ K4), with its associated Klein C∗-chain Ã :=

Å
⃝K
n∈N
‹B, K4, δ

(β̃)

ã
. By 16

identifying the set {(1, 0), (0, 1), (1, 1)} with 3 = {1, 2, 3}, it is easy to see that

� if γ = (1 2) ∈ S3, then Ã ∼= A 18

� (2 3), (1 3 2) ∈ S3 produce isomorphic Klein C∗-chains, where ‹B∆+ = C(T)e,r ⊕ C(T)o,i

� (1 3), (1 2 3) ∈ S3 produce isomorphic Klein C∗-chains, where ‹B∆+ = C(T)e,r ⊕ C(T)o,r 20

III.9.2 Compact operators

Let H be a (complex) Hilbert space and B := K(H) ⊆ B(H) the closed, two-sided ∗-ideal of 22

compact operators on H. In such a case, B is nuclear and simple, and if H is separable B is a
separable, maximal ideal in B(H). It is well-known that Aut(B) = {adU : U ∈ U(H)}, whence 24

every action β of a group G (without topological requirements) on B is pointwise unitarily
implemented, i.e. for each g ∈ G there exists U(g) ∈ U(H) s.t. βg = adU(g). More generally, for 26

every map ϱ : G → T, βg = adϱ(g)U(g) for each g ∈ G. By irreducibility of B, the assignment
Uϱ : g 7→ ϱ(g)U(g) defines a unitary-projective representation of G on H i.e. there exists a 28

2-cocycle/multiplier ωϱ ∈ Z2(G,T) s.t. Uϱ(g)Uϱ(g
′) = ωϱ(g, g

′)Uϱ(gg
′) for every g, g′ ∈ G (in
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particular, Uϱ(e) = ωϱ(e, e)IH). Observe that if ϱ, ϱ′ : G→ T, then Uϱ′(g) =
ϱ′(g)

ϱ(g)
Uϱ(g) (g ∈ G),

which implies2

ωϱ′(g, g
′) =

ϱ′(g)ϱ′(g′)

ϱ′(gg′)

ϱ(gg′)

ϱ(g)ϱ(g′)
ωϱ(g, g

′), g, g′ ∈ G .

In other words, if PU(H) := U(H)/T is the unitary-projective group on H and H2(G,T) is the4

2-cohomology class of G, Uϱ′(g) ∼PU(H) Uϱ(g) (g ∈ G) and ωϱ′ ∼H2(G,T) ωϱ. In particular, there
exists a 1-1 correspondence6

{actions of G on B} ←→ Hom(G,PU(H))

adU(g) ←→ [g 7→ [U(g)]PU(H)]

Evidently, the action of G on B is faithful if and only if the associated group homomorphism in8

Hom(G,PU(H)) is injective. If G = K4, then a faithful action K4
β
↷ B is uniquely determined

by a pair (U, V ) ∈ U(H)× U(H) s.t. (once named ∼:=∼PU(H))10 
U ̸∼ V ̸∼ IH

U2 ∼ V 2 ∼ IH

UV ∼ V U

This is done via β(1,0) := adU , β(0,1) := adV , and the spectral decomposition of B then becomes12

B(0,0) = {K ∈ K(H) : [K,U ] = [K,V ] = 0}
B(1,1) = {K ∈ K(H) : {K,U} = {K,V } = 0}

B(1,0) = {K ∈ K(H) : {K,U} = [K,V ] = 0}
B(0,1) = {K ∈ K(H) : [K,U ] = {K,V } = 0}

Since H2(K4,T) = {[1K4×K4 ], [ω]} ∼= Z2 where ω(x,y) := (−1)x2y1 , x,y ∈ K4, from the14

previous discussion a unitary-projective representation (U ′, ω) : K4 → U(H) induces an action
β : g 7→ adU ′(g) which cannot be implemented by a proper unitary representation. For instance,16

a modified version of the Z2-action on the full matrix algebra B := K(C2) = B(C2) = M2(C)
considered at the beginning of Subsection III.7.2 gives a faithful action18

β : K4 → Aut(M2(C))

x 7→ adUx1V x2

where U := [ 1 0
0 −1 ], V := [ 0 1

1 0 ], UV = [ 0 1
−1 0 ]. This action is proposed in Example 3.5 of [113]20

(p. 24) and it is implemented by the unitary-projective representation (U ′, ω) : x 7→ Ux1V x2 ,
x ∈ K4. Notice that [β(1,0), β(0,1)]Aut(M2(C)) = [adU , adV ]Aut(M2(C)) = IM2(C) and V U = −UV .22

Interestingly, it can be also shown that K4 ⋊β,f M2(C) ∼= K4 ⋊β,r M2(C) ∼= M4(C). We have

B(0,0) = CI2
B(1,1) = CUV

B(1,0) = CV
B(0,1) = CU

24

so that B∆+ =
{[

a b
−b a

]
: a, b ∈ C

} ∼= C2 and S∆+(B) ∼=M1({0, 1}) ∼= [0, 1]. Again, B = M2(C)
is nuclear and separable, whence Theorem III.8.10 is perfectly applicable. In particular,26

ES(A) ∼= [0, 1]N.

III.9.3 Irrational rotation algebras28

P. J. Stacey devotes a paper to the explicit construction of a faithful K4-action on the irrational
rotation algebra Aϑ := C∗u(u, v | vu = e2πiϑuv), with ϑ ∈ (0, 1) irrational (see [74]). To30

accomplish that, a description of Aϑ as C∗-inductive limit of a suitable direct system (due to
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Elliott and Evans in [25], Section 5, p. 498) is exploited.

Let [m0;m1,m2,m3, . . . ] be the (infinite) regular continued fraction representation of ϑ, where 2

m0 = 0, and
pn
qn

:= [m0;m1, . . . ,mn] ∈ Q the n-th convergent of ϑ, for n ≥ 1. Also, let

an, bn, cn, dn ∈ N be obtained by 4ï
an bn
cn dn

ò
:=

3∏
k=0

ï
m4n−k 1

1 0

ò
∈ SL2(Z), n ≥ 1

and consider the unitary k × k matrices over C(T) given by 6

Rk :=

ï
0 idT

Ik−1 0

ò
, Sk :=

ï
0 1T

Ik−1 0

ò
∈ Uk(C)⊗ C(T) ∼= Uk(C(T)), k ≥ 1

Then, by Theorem 4 in [25] (p. 497), Aϑ ∼= lim
−→n

(An, ϕnm)n≤m
C∗

, where An := Mq4n(C(T)) ⊕ 8

Mq4n−1(C(T)) (n ≥ 1) and the adjacent connecting maps are defined through blocks of (non-
commutative) Kronecker products of matrices as 10

ϕn,n+1 : An → An+1

(idTIq4n , 0) 7→
Åï
Iq4n ⊗Ran+1 0

0 0

ò
,

ï
Iq4n ⊗ Scn+1 0

0 0

òã
(0, idTIq4n−1) 7→

Åï
0 0
0 Iq4n−1 ⊗ Sbn+1

ò
,

ï
0 0
0 Iq4n−1 ⊗Rdn+1

òã
(X, Y ) 7→

Åï
X ⊗ Ian+1 0

0 Y ⊗ Ibn+1

ò
,

ï
X ⊗ Icn+1 0

0 Y ⊗ Idn+1

òã
for each n ≥ 1. Now, K0(An) ∼= K1(An) ∼= Z × Z for every n ≥ 1 and, under identifications 12

of these K-groups with Z × Z, the connecting maps ϕn,n+1 induce group automorphisms at

the K0 and K1-levels given by (ϕn,n+1)0 =

ï
an+1 bn+1

cn+1 dn+1

ò
and (ϕn,n+1)1 = I2, respectively. At 14

this stage, Proposition 1.2 (p. 137) and Theorem 1.1 (p. 138) in [74] give the following results,
where Ik := diag(1 . . . 1) and Jk := antidiag(1 . . . 1), k ≥ 1. 16

Theorem III.9.3 (Stacey, 1997)
Let (Wk)k≥1, (W

′
k)k≥1, (Vk)k≥1, (V

′
k)k≥1 be four families of unitary, involutive matrices recursively 18

defined by

W1 := Iq4
V1 := Jq3

Wn+1 :=

ñ
Wn ⊗ Ian+1 0

0 Vn ⊗ Jbn+1

ô
, n ≥ 1

Vn+1 :=

ñ
Wn ⊗ Icn+1 0

0 Vn ⊗ Jdn+1

ô
, n ≥ 1



W ′
1 := Jq4

V ′1 := Iq3

W ′
n+1 :=

ñ
W ′
n ⊗ Jan+1 0

0 V ′n ⊗ Ibn+1

ô
, n ≥ 1

V ′n+1 :=

ñ
W ′
n ⊗ Jcn+1 0

0 V ′n ⊗ Idn+1

ô
, n ≥ 1

20

By considering Wn,W
′
n ∈ C(T,Mq4n), Vn, V

′
n ∈ C(T,Mq4n−1) as constant selfadjoint functions for

every n ≥ 1, Σn := adWn ⊕ (adVn ◦ rRe) and Σ′n := (adW ′
n
◦ rRe)⊕ adV ′

n
22

� are involutive, commuting automorphisms of C(T,Mq4n(C))⊕ C(T,Mq4n−1(C)) ∼= An

� (Σ)1 =

ï
1 0
0 −1

ò
∈ GL2(Z) ∼= Aut(K1(An)) and (Σ′)1 =

ï
−1 0
0 1

ò
∈ GL2(Z) ∼= Aut(K1(An)) 24
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In particular, there exists a faithful action K4
β
↷ Aϑ s.t. (β(1,0))1 =

ï
1 0
0 −1

ò
∈ GL2(Z) ∼=

Aut(K1(Aϑ)) and (β(0,1))1 =

ï
−1 0
0 1

ò
∈ GL2(Z) ∼= Aut(K1(Aϑ)).2

In Section 2 of [74], Stacey investigates the unital C∗-subalgebra Fix(β(1,1)) = (Aϑ)(0,0)⊕(Aϑ)(1,1),
showing that it is isomorphic to the fixed point algebra of another C∗-system (Aϑ,Z2, σ), where4

σ1 is the unique ∗-endomorphism extending the involutive map u 7→ u∗, v 7→ v∗ (existence and
unicity of σ1 are guaranteed by the universal property of Aϑ). It results that σ1 is involutive6

as well, hence σ1 ∈ Aut(Aϑ); we will denote it simply by σ from now on. The associated fixed
point algebra Aσϑ = C∗(u+ u∗, v + v∗) ⊂ Aϑ, also called symmetrized non-commutative torus,8

(1) has K-theory K0(A
σ
ϑ) ∼= Z6 and K1(A

σ
ϑ) ∼= (0) ([53])

(2) is simple (Theorem 8.10.12, p. 445 in [97])10

(3) is approximately finite-dimensional (Theorem 1.1, p. 606 in [12])

(4) has a unique tracial state, coinciding with the restriction of that on Aϑ (Theorem 4.5, p.12

162 in [11]). In particular, it is faithful.

Theorem 3.6 (p. 157) in [11] gives an explicit presentation of Aσϑ, though not so elegant:14

Aσϑ
∼= C∗ (s, t | s = s∗, t = t∗, R1, R2, R3)

where16

R1) s2 • t = cos(2πϑ)sts+ 2 sin2(2πϑ)t

R2) s • t2 = cos(2πϑ)tst+ 2 sin2(2πϑ)s18

R3) i Im
(
(ts)2

)
= cos(4πϑ)(st)2 − cos(2πϑ)s2t2 + (cos(2πϑ)− cos(6πϑ))(s2 + t2 − 1)

To conclude, since B := Aϑ is nuclear and separable, once more we can apply Theorem III.8.1020

to its Klein C∗-chain A. Given the above action K4
β
↷ B, B∆+

∼= Aσϑ = C∗(u + u∗, v + v∗).
Therefore, for every φ ∈ SS(A), there is a unique ≺-maximal µφ ∈M1(SS(A)) supported by22

ES(A) ∼=

{∏
n∈N

ψ

}
ψ∈S(Aσ

ϑ)

satisfying φ =

ˆ

ES(A)

ω dµφ(ω).
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